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Abstract

Below are solution proposals to the exercises of The Theoretical Minimum - Classical Mechanics,

written by Leonard Susskind and George Hrabovsky. An effort has been so as to recall from the
book all the referenced equations, and to be rather verbose regarding mathematical details, in line
with the general tone of the series.
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Lecture 1: The Nature of Classical Physics

What Is Classical Physics?

Exercise 1/3

Exercise 1. Since the notion is so important to theoretical physics, think about what a closed system is,
and speculate on whether closed systems can actually exist. What assumptions are implicit in establishing
a closed system? What is an open system?

The book defines a closed system as ”a collection of objects [...] that is either the entire universe (1) or is
so isolated from everything else that it behaves as if nothing else exists (2)”. From everyday experience,
we know there’s a lot going on we’re not aware of. Thus, we know we can’t even hope to truly consider
the entire universe, but in an abstract sense, at best.

Furthermore, to establish with absolute certainty (2), it is necessary to have a full understanding of
everything that exists. For, even were we to build a system isolated from everything we know that could
affect it, by the previous assumption, there may be some elements, unknown to us, affecting the system
in various ways.

Hence, as for a lot of things in physics, a closed system is but a conceptual tool, a (very) convenient
approximation of some aspects of what we think we experience of reality.

To establish our closed system, we must generally assume that it is closed relatively to what we are
trying to measure/observe. That is, there will be no external factors noticeably /unexpectedly affecting
the result of a a given observation/consideration.

As we can only define a closed system as an approximation, we won’t bother trying to define an open
system in absolute terms either. A opened system, is by contrast with a closed system, a collection of
objects that isn’t neither the entire Universe, nor so isolated from everything else that it behaves as if
nothing else exists. More simply, it’s a collection of objects affected by its environment.

Exercise 2/3

Exercise 2. Can you think of a general way to classify the laws that are possible for a six-state system?

From what precedes, we can think of classifying systems by their number of cycles. We could furthermore
refine the classification, for instance by considering the distribution of states per cycle.

The official solutionsﬂ mention an interesting fact, not directly apparent from the book’s examples: there
could be cycles within the main” cycles (and cycles within the ”secondary” cycles, etc.), which can also
be used to refine the classification.

Rules That Are Not Allowed: The Minus-First Law

Dynamical Systems with an Infinite Number of States

Exercise 3/3

Exercise 3. Determine which of the dynamical laws shown in Eq.s (2) through (5) are allowable.

Let’s recall that laws are said to be allowable if they are both deterministic (i.e. the future behavior of
the system is completely determined by the initial state) and reversible (i.e. the law is still deterministic
even by reversing the direction of all the arrows).

Thttp://www.madscitech.org/tm/slns/11e2.pdf
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Now, the dynamical laws referred to be the exercise are:

N(n+1) = N(n)—1 (2)
Nn+1) = N(n)+2 (3)
Nn+1) = N(n)? (4)
N(n+1) —1NMI N (n) (5)

(2) is simply (1) (described by N(n + 1) = N(n) + 1) with reversed arrows; and (1) has already be

established as being allowed. Hence, | (2) is allowed

O—(—)

(1)

(3) is very similar to (1) or (2), only, it has two infinite cycles instead of one. Both are deterministic,

and reversing the arrows lead to deterministic cycles. Hence, | (3) is allowed |.

We didn’t plot (4) exhaustively, just enough to illustrate its irreversibility: if we start at either —2 or 2,
we end up on 4. By reversing the arrows, we see that we can’t decide where we came from. Furthermore,
states such as —2 cannot be reached, because there’s no number n such as —2 = n?). Actually, even 2

cannot be reached, because there’s no integer n such as 2 = n?.

)

»
)

Hence, ‘ (4) is not allowed ‘




By sketching a few cycles for (5), we see a pattern emerging, summed up in the diagram above:
e if we start on an even number, positive or negative, we’ll loop on this number indefinitely;

e if we start with an odd number, positive or negative, we’ll loop between the positive and negative
version of that number;

Perhaps a mathematical subtlety would be in considering —1 raised to a negative power. But,
(Yn €NY), —17" = (=1/1)7" = (1 — 1) = (~1)"

Hence, | (5) is allowed |.

Cycles and Conservation Laws

The Limits of Precision

Interlude 1: Spaces, Trigonometry, and Vectors

Coordinates

Exercise 1/6

Exercise 4. Using a graphic calculator or a program like Mathematica, plot each of the following func-
tions. See the next section if you are unfamiliar with the trigonometric functions.

fit) = 14331224+t -6
g(z) = sinz —cosx

fla) = e*+alna

z(t) = sin®t—cost



Figure 1: f(t)



=sinx — cosx

Figure 2: g(z)

e +alna

Figure 3: 6(«)



Figure 4: 2(t) = sin®t — cost

Remark 1. All those plots were created using TiKz (with BTEX then). For instance, here’s the code for
the last plot:

\begin{figure} [H]
\centering
\begin{tikzpicture}
\tikzmath{
\xmin = -7;
\xmax = 7;
\ymin = -2;
\ymax = 2;
+
\draw[->] (\xmin-1, 0) -- (\xmax+1, 0) nodel[right] {$t$};
\draw[->] (0, \ymin-1) -- (0, \ymax+1) node[above] {$x(t)$};
\draw[color=gray!30, dashed]
(\xmin-1,\ymin-1) grid (\xmax+1,\ymax+1);
\draw[scale=1, domain=\xmin:\xmax, smooth, samples=100, variable=\t, blue]
plot ({\t}, {sin(\t r)"2 - cos(\t ©)});
\end{tikzpicture}
\caption{$x(t) = \sin"2t - \cos t$}
\end{figure}

Trigonometry
Vectors
Exercise 2/6

Exercise 5. Work out the rule for vector subtraction.

This exercise is about getting a (visual) feel for vector manipulation; it is not about vector coordinates
manipulation. We were previously taught how to multiple vectors by a negative scalar:

For example, —27" is the vector that is twice as long as 7, but points in the opposite direction.
And how to add vectors:

To add A and é, place them as shown in Figure 13 to form a quadrilateral (this way the
directions of the vectors are preserved). The sum of the vectors is the length and angle of
the diagonal



So, by observing that (we’ll use a bold font to denote vectors instead of arrows, e.g. v is a vector):
u—v=u+(—1v)

We conclude that we first need to reverse the direction of the vector to be subtracted, and add this to
the other vector. Visually:

Exercise 3/6
Exercise 6. Show that the magnitude of a vector satisfies |A|2 = A - A.

Remark 2. We'll again use a bold font to denote vectors instead of arrows and use a slightly different
symbol for the magnitude; the change can be summed up by stating: ||ul|| = 4| (= u).

Let’s recall that the magnitude of a vector was defined as:

And the dot product between two vectors as:
UV = UpVy + UyVy + ULV,
From there, we quickly reach the expected result:

U-U = Ugly + Uyly + U Uy

— .2 2 2
= Uy +uy, +u;

2
= (,/ui—l—ug—i—ug)

= Jul® O

Exercise 4/6

Exercise 7. Let (A, =2,Ay =—-3,A, =1) and (B, = -4, By, = =3, B, = 2). Compute the magnitude
off_f and ]§, their dot product, and the angle between them.

This is an immediate application of the formulas. Let’s start by plotting those vectors:

10



Using slightly different notations, let us then recall first how the magnitude of a vector u is defined:

lall = fu2 +u2 +u2 = u (1)

There are two formulas for the dot product: one involving the magnitudes and the angle between the
vectors, and the other one involving the components:

UV = UgUp + UyUy + UV,

(2)

= |ull[lv][ cos Oy
By applying (L)), we have:
A = /224 (=3)2+12 B = /(—4)?2+(-3)2+22
= Vi+9+1 = V16+9+4
= |V14 = | V29

We can also compute the dot product from the vectors’ components, using the first form of :

A-B = 2(—4)+(=3)(=3)+1x2
=

From the second form of , we can deduce a formula for the angle between A and B, 05:

0 A-B
cosblap = _—
|A[[[ Bl
=3 0 cos™! A-B )

AB = TS

Al Bl

3
C
o8 11 x 29
o - 81.43753893°

Remark 3. Looking at our plots, the angle feels to be something a little less than 90°, which is coherent
with what we’ve found.

11



Exercise 5/6
Exercise 8. Determine which pair of vectors are orthogonal. (1,1,1),(2,-1,3),(3,1,0),(-3,0,2).

This is again an immediate application of dot product formula. We’ll respectively name the vectors A,
B, C and D; let’s start by plotting them:

Right before this exercise, the authors wrote:
An important property of the dot product is that it is zero if the vectors are orthogonal.

Let us recall the ”components-based” dot product formula we’ll be using:
UV = UgUp + UyUy + UV,

Then, it’s just a matter of crunching numbers:

A-B = A,B,+A,B,+A.B. A.C = A,Cp+AC,+A.C.
= (I1x2)+(1x(-1)+(1x3) = (I1x3)+(1x1)+(1x0)
- _

A-D = A,D,+A,D,+ A.D. B-C B,C, + B,C, + B.C.
= (Ix(=3)+(1x0)+(1x2) = (2x3)+(-1x1)+(3x0)
- =

B-D = B,D,+ B,D,+ B.D, D.-C = D,C,+D,C,+ D.C.
= 2x(=3)+(-1x0)+(3x2) = (-3x3)+(0x1)+(2x0)

0 - [

Hence, the only two orthogonal vectors are B and D, or (2,—1,3) and (—3,0,2).

Exercise 6/6

Exercise 9. Can you explain why the dot product of two vectors that are orthogonal is 07

12



The dot product between two vectors is defined in two ways in the book; one of them involves the
magnitudes of the vectors and the angle between them:

u-v = |ull|v|cosby,

By definition, two vectors are orthogonal if the angle between them is 7/2, or 90°. But, cos(w/2) = 0,
so it follows from the previous dot product formula that, for two orthogonal vectors, their dot product
must be 0.

Lecture 2: Motion

Mathematical Interlude: Differential Calculus

Exercise 1/8

Exercise 10. Calculate the derivatives of each of these functions.

fity = t*+3t3 122+t -6
g(x) = sinxz —cosx

Ola) = e*+alna

z(t) = sin?t— cost

Remark 4. Those are exactly the functions graphed in 101E01

f@@)=t*+3t>—12t2+t—6

To find the derivative of f, we need to apply four rules that were mentioned (the first one was proved)
in the book:

1. the formula for the derivative of a general power; for n € N:

d ny __ n—1

2. the fact that the derivative of a constant is zero; for ¢ € R:

d
£C—O

3. the fact that the derivative of a constant times a function is the same as the constant times the
derivative of the function; for ¢ € R and ¢ a function of ¢:
d (cp) d
Z(ew) = o—
at T w”?

4. the sum rule (also referred to as the linearity of differentiation in mathematics); for both ¢ and
functions of t:

d d d
%(SD‘FW*%@‘F%iﬁ

Remark 5. Two simpler notations are common to denote the derivative of a function of a single variable:
a .
PR

While the first one is used mostly in mathematics, for abstract functions, the second one is used almost
exclusively in physics, to denote a time derivative. We’ll use them both in such ways from now on. For
instance, as this exercise is rather mathematical, we’ll use the prime notation.

While we’re here, bear in mind that the prime notation can also be used to denote the derivative of a
more or less complex expression, wrapped in parenthesis, e.g.:

(p(e) +6(2) + o 2)' = - (p(a) + (z) + cos? )

13
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By application of the sum rule, the rule regarding the derivative of a constant, and the rule regarding a
function multiplied by a constant:

F1(t) = (N +3(%) —12(82) + (1) = 0

Then, it’s just a matter of applying the formula for the derivative of a general power to each individual
term:

| F(6) = 46>+ 9 — 241 + 1

g(x) =sinx — cosx
)

In addition the the previously mentioned sum rule, we will also need two more rules to compute the
derivative of g, also presented in the book, regarding the derivative of sin and cos:

cos'(t) = —sin(t);  sin’(t) = cos(t)

We then have successively:

0(a)=e*+alna

To compute ¢', in addition to the sum rule and the formula for a general power (with n = 1), we need
two additional rules pertaining to the derivatives of both the exponential and the log:

And the product rule; for ¢ and 1 functions of ¢:

d o /
P =Y+l
Where all those rules were mentioned in the book. We then obtain:
0(a) =() + (@)

=e% 4+ (%a) In(a) + aln'(a)

=le“ +In(a) + 1

x(t) = (sint)? — cost

Besides the sum rule, the rules regarding the derivative of cos and sin, and the formula for the derivative
of a general power, we will only need a single new rule to compute ', the chain rule; for ¢ a function of
t, and ¥ and function whose domain (input) is the codomain (output) of ¢:

Sop) = TWHD) = ¢ O (o(0)

Then,
2'(t) = ((sint)?) — (cost)’
= (sint)(u — u?)(sint) + sint
cost(u > 2u)(sint) + sint

=2costsint +sint

:‘ (1 —|—2cost)sint‘

Remark 6. We used a bit of mathematical notation to avoid us the need to explicitly name the function
which squares its argument. More explicitly, to compute the derivative of u(t) = sin®t, we could have
define v(u) = u®. Then, u(t) = v(sin(t)), and v'(u) = 2u; by the chain rule

(sin?t) = p/(t) = (sint)'v/(sin(t)) = 2costsint

14



Remark 7. Instead of using the chain rule to compute the derivative of sin®t, we could instead have
used the product rule:

(sin?t) = (sint x sint)’ = (sint) sint + sint(sint)’ = 2sint(sint)’ = 2sint cost

Exercise 2/8
d*f(t)

Exercise 11. The derivative of a derivative is called the second derivative and is written oTE

the second derivative of each of the functions listed above.
Remark 8. As for the first derivative, there are two common notations for second derivatives:

d2 " .
@‘P: Y =

Again, the dot notation is used in physics to denote time differentiation, while the prime motation is
often used in mathematics, in a more abstract context.

Let’s start by recalling the functions:

f) = t"+33 122+t -6
g(r) = sinz—cosx

fla) = e“*4+alna

z(t) = sin®t— cost

And their derivatives, computed in the previous exercise:

fl(t) = 43 +91 — 24t + 1
g (z) = cos(z)+ sin(z)
() = e*+In(a)+1
2'(t) = (14 2cost)sint

While in the previous exercise (LO2E01) the derivation were rather slow and detailed, because the process
is essentially the same, we're going to go (much) faster here, the most difficult part being in the application
of the product rule for z”.

£ = 1262 4 18t — 24
g'(@) = [cos(z) - sin(z) = —g(z)
1 _ [e% 1
0"(a) = |e*+ o
2’(t) = (14 2cost)cost — 2sintsint

’ cost + 2(cos? t — sin? t) ‘

Remark 9. z” could be slightly improved by using the trigonometric identity cos® x — sin® x = cos 2z,
which hasn’t been introduced in the book.

Exercise 3/8

Exercise 12. Use the chain rule to find the derivatives on each of the following functions:

go(t) = sin(t?) — cos(t?)
Oo(a) = €** +3aln(3a)
zo(t) = sin®(t?) — cos(t?)

Remark 10. We've slightly altered the functions names compared to what they have in the book. The
reason will be apparent very soon.

15
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Remark 11. As in previous exercises (e.g. |[LO2E01), we’ll be using some additional mathematical no-
tation to avoid us the need to define functions. The meaning should be obvious from the context.

We will also use the prime notation to denote differentiation, as we also did in earlier exercises.

There are two main ways of proceeding: either applying the chain rule to each individual term of each
function, for instance to compute ¢/, we would fist compute (sin(t?))’ = (sin((u — u?)(¢)))’, using the
chain rule, then (cos(#?))’ in a similar fashion, etc.

Or, and we’re going to use this approach as it’s likely to have been expected one, we can consider each
function "globally” as a composition of two smaller functions. While doing so, we will find that gqg, 0
and xg are respectively created by composing functions f, # and = of an earlier exercise, with two simple
functions (v + v?) and (v — 3v):

go(t) = ((urssin(u) — cos(u)) o(v +— vz))(t)
Oo(a) = ((ure" +uln(u))o(v— 3v))(t)

0
zo(t) = ((uws sin®(u) — cos(u)) o(v — v?))(t)

€T

Let’s remember the derivative of g, § and z, that we’ve computed in LO2E01:

g (r) = cos(z) + sin(z)
0(a) = e*+In(a)+1
2'(t) = (1+2cost)sint
Finally, let’s recall the chain rule:
d d , ,
ZWov) =2 Wlet) = ¢ (1) (e(1)

Then, the derivative of (v — v?) and (v + 3v) being respectively (v — 2v) and (v +— 3) (constant
function), we have the following derivatives for our functions:

gat) = ‘ 2t(cost? + sint?) ‘
Oy(a) = [3(c* +1n(3a) + 1)
zo(t) = ‘ 2t((1 + 2 cost?) sin t?) ‘

Exercise 4/8

Exercise 13. Prove the sum rule (fairly easy), the product rule (easy if you know the trick), and the
chain rule (fairly easy).

You may want to refer to a real mathematical textbook for a finer, more rigorous treatment of those
exercises. We'll give reasonably solid proofs, that should be sufficient in the context of an introductory
physics textbook. A interesting middle-ground, that we won’t explore here, would be to study the proofs
that one can obtain from an alternative (but equivalent) formulation of the derivative known as the
Carathéodory’s derivative, which allows for simple proofs of such results.

Let’s start by recalling how differentiation is defined.

Definition 1. A function ¢ : E — R is said to be differentiable at a point e € E if the following limit
erists:

¢'(e) = %gﬂ(e) = |lim M

If this limit exists for all points © of E (we note, (Vx € E)), then ¢ is said to be differentiable on E, or
simply differentiable. The function which associate to each points of E this limit is called the derivative
of v, and is called .

16


https://github.com/mbivert/ttm/blob/master/cm/L02E01.pdf
https://github.com/mbivert/ttm/blob/master/cm/L02E01.pdf

Theorem 1 (sum rule). Let ¢, : E — R, both differentiable on E. Then,

[(p+9) =¢ +¢

Proof. We have, by definition of the differentiation, and after re-ordering the terms

(p+9)(@+e) - (p+9)(x)

(VzeE), (p+¢)(x) = 21_13(1) €
_ iy P& Y te) —p(x) —P(2)
e—0 €
i (PEt e = @) | vt —v()
= }5% <<p € - + € >

|y St ) | 9t d i)

e—0 € e—0 €
= |¢'(z) +¢'(z)
O

Remark 12. As a rigorous proof is a bit tediouﬂ we assumed for the last step that a limit of a sum is
the sum of the limits, when all the involved limits exist (which is the case here, because those limits are
equivalent to saying our functions are differentiable, which they are, per hypothesis)

lim (p(2) + () = lim p(x) + lim ¢(x))

r—a r—a

Theorem 2 (product rule). Let p,v : E — R, both differentiable on E. Then,

[(pv) = ¢'v+ oy’

Proof. This is a simple and often used theorem, but unfortunately, the proof of it is a bit "magic”: if we
start by applying the definition of the differentiation to (¢%)’, we have to introduce a well-crafted term
(in the form —a + a = 0) so as to factorize things to meet our goal. We would furthermore be implicitly
assuming that (o)’ exists, but we have no guarantee of it.

We can solve those issues by starting from the definition of the differentiation of ¢’1)+@1’, but assuming
we already know the result we’re trying to prove, is conceptually clumsy. Perhaps calling this a ”verifi-

cation” rather than a proof would be more correct then.

Using the former derivation, we have:

() (@ +€) — (v¥)(x)

(Ve € B), (p¢)(x) = lim .
o PE Y@+ o) — p(@)y()
e—0 € .
L 2@t 9@+ 9 — p@)d(@) —pla + () + plx + i)
e—0 €
o @+ W@+ ) — $(@) + Y@ (el + ©) — ()
e—0 €
= (tmp(a+ o)) i LEFDZOE) ) iy PLEHD) Z20)
= @)V (@) + V()¢ (@) ]

2if you want one, have a look at Paul’s Online Notes: https://tutorial.math.lamar.edu/classes/calci/limitproofs.
aspx
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Remark 13. We assumed another result on limz’tsEL again assuming individual limits exists (and they
do in our case, as our functions are differentiable, and (thus) continuous):

lim (p(x)i(2)) = lim (x) x lim ()
Theorem 3 (chain rule). Let p,v : E — R, both differentiable on E. Then,
[(pov) =/ x (¢ o)

Proof. Again, the proof is a bit "magical” in that we’re going to multiply by a well-crafted term, of the
form a/a = 1:

(pot)(x+e) = (poy)(r))

(Vo€ ), (pou)@) = lim :
=1

B B et ) B G R

€0 € V(x4 €) —(x)

e (T D) @) | Yt~ ()

o lao ( (x4 €) —P(x) % € )

i PR @) | et ) — ()
=0 Yz +€) — () €—0 €

¥’ (x)
Again for that last step, we’ve used the aforementioned rule on products of existing limits. To conclude,
we need to compute the first limit: let’s define h = ¢¥(z + €) — ¥ (z) & ¥(x + €) = ¢¥(z) + h. Note that
€ — 0= h — 0. So the first limit can be rewritten:
() b — p(@)

h—0 h

¢’ (P(2))
O

Now a problem with this previous proof is that it is invalid if v is a constant function for example, because
(x4 €) —(x) is zero, and we're dividing by zero when performing our magical ”multiplication” by 1.
If you’re interested, you can find an alternative proof using the other, equivalent form of the derivative
here: https://www.youtube.com/watch?v=COLwYhEAt7Q.

Exercise 5/8

Remark 14. This is a WIP; some intermediate results are missing.

Exercise 14. Prove each of the formulas in Eq.s (2). Hint: Look up trigonometric identities and limit
properties in a reference book.

Let’s recall the formulas of Eq.s (2):

p (sint) = cost

%(cos t) = sint
d

at (e) = el

d 1

“n — Z

ar " t

Remark 15. Interestingly, there are multiple ways of defining those functiomﬂ As a result, there are
different ways to compute the derivatives, depending on which definitions we choose.

As the definitions given in the book for sin, cos and the exponential are rather standard, we’ll recall them
and use those. The natural logarithm hasn’t been clearly defined though, so we’ll have to do it.

3If you want a rigorous proof of it, you can refer to the same resource as before: https://tutorial.math.lamar.edu/
classes/calci/limitproofs.aspx

“For instance, consider this page containing 6 equivalent definitions of the exponential: https://en.wikipedia.org/
wiki/Characterizations_of_the_exponential_function
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Remark 16. The book suggests to look up trigonometric identities and common properties in some ref-
erence material, but we’re going to take the time to prove almost all intermediate results here.

As far as I can tell, to compute the derivative of either sin or cos, starting from a geometrical (triangle-
based) definition, while keeping the definition of m as a measure of angle in radians, one need to start
from basic Euclidean geometry, derive some specific limits, and lightly touch on elementary integration
results. This is a good occasion to refresh basic real analysis.

To say it otherwise, we will go far beyond what is expected for this exercise by the authors. That being
said, take what follows with a grain of salt: there’s a lot of results, which can be subtle, so you may want
to refer to a more thorough treatment by real mathematicians in case of doubts.

Let’s start by recalling that a function ¢ : E — R is said to be differentiable at a point e € F if the
following limit exists:

¢'(e) = %gﬁ(e) | i £le ) —0le)

e—0 €

dsint/dt
Then, let’s remind ourselves of the common definitions of cos and sin, in the context of a right triangle:

A
cosf =

ISHIY

olc

. A
sinf =

L 0

In particular, we can identify points on the unit-circle by the angle between the = axis and the radius
connecting the center of the circle to such points. Then, each point will then be located in the xy-plane
as (cosd,sin @), where 6 is the angle previously described, associated to the point.
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Note that we have:

Theorem 4.

2

(Vz € R), ‘Sin2x+cos x=1

Proof. This follows immediately from the Pythagorean theorem applied to the right triangle formed by
r =1, cosf and sin 6. O

We’ll need this later: this is but a variant of the previous result where the circle isn’t restricted to being
unitary:

Theorem 5 (equation of a circle). The points (x,y) € R? describing a circle of radius r centered at the

origin O are tied by the following equation

Proof. This follows directly from Pythagorean’s theorem O

Remark 17. In particular, as v is a constant, this mean we can express y as a function of x:

y(@) = Vr? —a? sz € [-rr]

In order to establish sin’, we will need a few intermediate results that we’re going to prove now. First
will be to find a formula for sin(«+ ). Indeed, if you try to apply the definition of the derivative to sin,
you should see a sin(x + €): we will need to have it expressed differently to develop the proof.

sin'(z) 2 Tim sin(x + €) — sinx
e—0 €

Theorem 6 (sin(a + f3)).

(¥(a, B) € R?), ‘sin(a + ) = sinacos 8 + cos asin 3 (3)

There’s a also a formula for the cosine of a sum of angles, that we will need later, for the derivative of
cos, but that will be rather immediate to prove along the one regarding the sine of a sum of angles.

Theorem 7 (cos(a + f3)).

(V(a, B) € R?), ‘cos(a + ) = cosacos 4 sinasin (4)

Proof. This will be a ”visual proof”. Besides the aforementioned definitions of sin and cos, we will also
use the "fact” that sum of angles in a right triangle is 7, which is actually the triangle postulate, an
axiom of Euclidean geometry, equivalent to the parallel postulatel
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dcos (a+ ) ‘ esin a

€ COS

dsin (a + 9)

csino

CCOS v

In the previous picture, considering the right triangle formed by ¢, d and e, we have:
¢ = dcosp; e = dsing

If we look at the blue/thick triangle right triangle (of hypotenuse d, with an angle of 5 4 «, and whose
other sides are created by projecting the point formed by d and e down to the bottom), we find a new
relation, to which we can inject our previous results for ¢ and e:

dsin(a+ ) = csina+ecosa
& = (dcosf)sina+ (dsinf) cos «
& sinfa+p8) = ‘cosﬁsina—i—sinﬁcosa‘

In the same blue/thick triangle, we can also establish a relation for cos(a+ ), using the same definition
of ¢ and e as before to conclude:

deos(a+ ) = ccosa—esina
& = (dcosf)cosa — (dsinf)sina
< cos(a+pB) = ‘cosﬁcosa—sinﬂsina‘

Here’s an immediate consequence that we’ll need in the future.

Theorem 8 (trigonometric shifts). Let z € R.

. 7T ™ .
sin(z + 5) = cos T; cos(x + 5) = —sinz
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Proof. If we apply our previous formulas and regarding respectively the sine and cosine of a sum
of two angles, in the case where one angle is w/2, we have:

(Vz € R),

(Vz € R),

. 7T . m . T
sin(x + 5) = sinzcosg + cos x sin 5
——
=0 =1

= [cosz]

™ T .
cos(x—|—§) = coswcos o —sinzsing

———
=0 =1

= |—sinz

Remark 18. We could derive more similar formulas, but those are the only ones we’ll need.

Now if you try to write down sin’ as previously suggested, and if you decompose cos(z + €) with the
formula , you see that yields two limits:

sin’(z)

A

sin(z + €) — sinx

lim
e—0 €

. sinxcose+ cosrsine —sinx
lim
e—0 €

. sinzcose—1 cosxsine
lim +
e—0 € €

As we’ve already explained in LO2E04, we can recursively split the previous limits, assuming each in-
dividual limit exists. Let’s digress and review how to prove such results on limits. Starting with the

definition of a limit:

Definition 2 ((e, §)-definition of a limit). Let ¢ : R — R. Saying that lim,_,, p(x) = L is the same as

saying:

(Ve >0), (I €eR), (VzeR)(|z —a|l <) = (Jp(x) — L| <¢)

The definition is dense, so let’s unpack it. Let’s fix € to some value close to zero, say 0.1, or 0.0001.

Now the idea is that, for this €, we will always be able to find a distance & such that if we pick an x
between a — & and a+ 6 (i.e. |x—a| < 4), then p(x) will be between L —e and L+¢€ (i.e. |p(x)—L| <¢€).

22


https://github.com/mbivert/ttm/blob/master/cm/L02E04.pdf

@(x) = sin®z — cos

But, this is true for all strictly positive €. So in particular, this is true for an ever so smaller €. In other
words, regardless of how close we want o(x) and L to be, we will always be able to achieve it if we bring

x and a close enough.

Alright, there’s just one more thing we need before proving the sum rule, and that’s the triangle inequal-
ity. This inequality is rooted in euclidean geometry: it states that the sum of the length of any two sides
of a triangle is greater or equal than the length of the remaining side.

Theorem 9 (triangle inequality).

(V(x,y) €B?), |z +y| < |a| +|y|

Figure 5: Unless the triangle is degenerate (i.e. all its edges are colinear), the length of the longest side
of a triangle is strictly smaller than the length of the two other sides. It’s trivially true for the shorter
sides. If we allow triangles to be degenerates, then it’s true for any sides of any triangle.

Proof. Let’s start by recalling the definition of the absolute value:

ifx >0
z € R; x|:{ T

—x otherwise
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It follows that:
w4yl = z+y if(x+y)>0
—(z+y)=—x—y otherwise

And that, for any (z,y) € R?
r<=z); —z<|z[; y<=ly; —y<lyl

So:

(a4 v<lal+bls ~@+n)=—a—y <ol +bl) = [t v <ol + o]

Let’s jump into the sum rule:

Theorem 10 (sum rule for limits). Assuming the two following limits exists:

lim p(z); lim ¢ (x)

r—a r—a

Then:

lim (o(x) + () = lim () + lim o(z)

Proof. Most limits proofs are presented in a ”confusing” way, starting with unexplained values that ends
up doing exactly what we want. That happens when mathematicians have thought and drafted the
proof in reverse order, but present it in the "right” order. We're going to use the "wrong” order here,
for clarity; it should be immediate to check that there’s no logical issues anyway. Just bear in mind that
”reversed implications” are rather unorthodox.

Let’s start by defining a few things:

lim p(z) = Ly;  lim ¢(z) = Ly
lim (p(z) + () = L

Let’s explicit the two first limits via the (e — §)-definition:
(Ve1 > 0), (361 € R), (Vx € R) (| —a|] < 61) = (Jo(z) — Li| < €1)

(Veg > 0), (302 € R), (Vz € R) (Jz — a| < §2) = (Jv(x) — La| < €2)

Essentially, what we want to prove is then L = L + Ly. If this is true, this means means that for an
€ € R, we should be able to find a d such that:

[p(x) +¢(z) — L] <e
lp(z) + ¥(x) — (L1 + L2)| <e (assumption)
[(p() = L1) + ((x) — Lo)| <e
lp(z) — Li| + |(z) — La| <e (triangular inequality)
(@) = Li| + [(z) — L2| <erte  (e=e+e)

LN (N A

- {|gp(x) il <ea=¢ (all numbers are positive)

[h(z) — Lao| < €2 =¢€/2
. <|x —al<d= min(51,52)>
To make things very clear, if we choose such a §, then:

| —a| < 01

r—al<d&
| | {|o:a|<62
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Which means both limits will hold. Furthermore, given any real number, say €1, we can always choose
to represent it as €/2, for € € R too.

And this concludes the proof: if you look at the beginning and end of the previous derivation, we’ve
found:

(Ve >0), (0 eR), VzeR)(|lx—al <) = | |p(x) +¢¥(x) — L1 + La| < €
L
Which by definition means:
lim (¢(z) +¢(2)) = L1 + Lo

T—ra

The following is not necessary here, but it’s more involved, so good practice:

Theorem 11 (product rule for limits). Assuming the two following limits exists:

lim ¢(x); lim ¢ (x)

r—a T—ra

Then:

lim (p(2)i(x)) = lim o(z) lim ()

r—a T—ra r—a

Proof. We'll use the same unorthodox presentation; again, let’s start by defining a few things:

lim ¢(x) = Lq; lim ¢(x) = Lo

r—a T—a

lim (p(2)i(x)) = L

What we want to prove this time is that L = L Lo. If this is true, this means means that for an € € R,
we should be able to find a § such that:

lp(x)y(x) — L] <e
< Je(@)(x) — L1La] <e

Well, this is embarrassing: we can’t really follow through as we did before. Can we find an expression
that we could algebraically connect to @(z)1(x) — Ly Ls?

Let’s make a guess, and try the following product (p(x) — L1)(¢(x) — La). When developed, clearly it
contains the previous expression that we desperately try to find a path to, plus two other terms:

p(@)(z) — Lip(z) — Lap(x) + L1 Lo
And we can see that in the context of x being arbitrarily close to a, we have, by the sum rule:
Lip(z) = L1 Lo; Lop(x) = LaLy

Which means, when  — a, this product should be equal to ¢(z)1(x) — L1 Ls. In summary, if we can
prove that (¢(x) — L1)(¥(x) — La) can be made as small as we want as x — a, we should have a proof.
Let’s, then study the corresponding limit (that we expect to be zero):

lim (p(x) — L1)(¢(z) — Lo)

r—a
First, note that we have:
lm(p(z) ~ L) = (lmg() L = 0
lm ()~ L) = (mo@)—L = 0

Which means, translated in the (e — ) formalism (as before, we choose the same € so as to control both
limits at once)
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(Ve >0), (361 €R), Yz € R) (|lz —a|] < 1) = (Jo(z) — L1 — 0] <€)
(Ve > 0), (362 € R), (Vx € R) (Jx — a] < d2) = (|¢(x) — La — 0] < ¢)
Let € > 0; let’s choose 0 = min(dy,d2). Then

| —a| < 01
| —a| < 02

|J;—a|<5(:>{

Which means we have both:

lp(z) — L] <€
[(x) — La| <€

All involved numbers are positive, so let’s multiply both lines:
lp(x) = La| x [¢h(x) — Lo| < €
S|(p(e) = L1)(%(z) — Lz)| < €
But if € can be chosen arbitrarily in R, then so can € = €. So we've just proved that
(Ve' > 0), (36 € R), (Vo € R) (|z — a] <6) = (|(¢(x) — L1)(¥(z) — L2) — 0] <€)

That is:
i ((2) — L) ($(2) — L2) =0

From what we’ve already said, this concludes the proof, but let’s make it clear:

p@)y(x) = Lig(x) = Lop(x) + Ly = (p(z) = L1)($(z) — Lo)
© lim (p(@)(2) ~ Luth(z) — Log(a) + LiLe) = lim(p(e) ~ L)((x) ~ L)
0
& lim(p(e)i(e) — Ly lim (0(e)) Lo i (p(2) + lim (L, L) = 0
Lo Ly

& lim (p(2)(2) =

Remark 19. As the proof is rather elementary, we’ve assumed that for a constant k € R,

lim (kp(x)) = k lim ((x))

r—a T—a

Weve also assumed that the product of two absolute values is the absolute values of the product. Again,
the proof is elementary.

So, what we did was applying the definition of the derivative on x +— sin z; this yields the limit of a sum.
We know we can split it into sums of limits, provided the two individual limits exist. So we must now
try to compute those two limits.

We'll first need to define what a circular sector is, and how to express its area, from which, you’ll see,
computing the area of a circle is but a special case. We will also need to establish another important
result on limits: the squeeze theorem.

Let’s start with circular sector:
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Definition 3 (circular arc, circular sector). A circular arc is a portion of the circle between two points
of that circle. A circular sector is a portion of disk enclosed between two (usually distinct) mdiﬁ and a
circular arc.

Remark 20. A circle then, is but a circular sector of angle 2.

Unfortunately, if we want to compute the area of a circular sector, we either need some integral calculus
to compute it directly, or indirectly, via the area of a circle. In addition to the definition of an integral,
to compute the actual integral representing the area of a circle (or that of a sector), we will need the
u-substitution rule, which demands the fundamental theorem of calculus.

A rigorous, extensive treatment of Riemann integration would require more work than what we aim to
achieve here; you may want to refer to a full real analysis course for more.

Definition 4 ((Riemann) integral). TODO
Theorem 12 (Fundamental theorem of calculus). TODO
Proof. TODO O

Theorem 13 (u-substitution/reversed chain-rule (single variable)). Let U C R, (a,b) € R2. Let ¢ :
U—Randv:[a,b] — U be respectively C° and C* functions. Then,

b v(b)
vV (2) dx = ) du
/aso(())() /V@‘””

Proof. Let’s assume here that continuous functions are integrable. Then, the existence of both integrals
is guaranteed by the restrictions imposed on ¢ and v.

Then, let us note ® the anti-derivative of ¢, i.e. ® = ¢, which by the same assumption as before must
exists, since ¢ is continuous. Let us then apply the chain-rule to ® o v:

(®ov)(x) =V ()2 (v(z) = p(v(2))V(x)

57radii” is the plural of "radius”
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Finally, by integrating both sides and repeatedly applying the fundamental theorem of calculus twice,
we obtain:

b b
/ o(v(x)) (z) dx :/ (Pov)(z)dx
=(®ov)(b) - (®ov)(a)
=0(v(b)) — (v(a))

v(b)
= / o(u) du
v(a)

Theorem 14 (circle area). The area of a circle of radius r is given by:

7’
Proof. The problem of the area of a circle can be reduced via symmetry to the integration of a positive
curve on an interval. More precisely, let’s consider a circle centered at the origin of radius r. To compute
its area, suffice to compute the area of a quadrant of it, say the first quadrant (the blueish one; starting
from this one, the four quadrant are enumerated following an anti-clockwise/trigonometric direction)

o=
I
I
|
|

—

By symmetry, the area of a circle Ag is four times that of any quadrant Ag,. Furthermore, the first
quadrant’s area Ag, is given by the area under the curve describing a circle that we saw earlier in @
restricted to [0, r]. More precisely:

AS:4AQi:4AQ1 :4/ \/7’27$2d33
0

This integral can be considered in the form:

v(61)
/ o(x) dx

(60)

Let’s perform a first change of variable by setting:

v(6) = rsin6; V'(0) = rcosd
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It follows that:

y(@g):O:%:O; U(el):()ﬁel:g

The integral can now be rewritten:
/2
As = 4 oo @) as
0
/2
= 4/ V12— (rsind)?rcos 6 dd
0
w/2
= 4r2/ V1 —sin?fcosfdd  (r>0)
0
w/2
= 47"2/ cos® 0 df (cosf > 0, Pythagorean theorem)
0
However, with we have:

/2 /2
42 / cos? 6 df = 42 / (sin(0 + %))2 do
0 0

We can perform a second change of variable on the rightmost integral:
Then:

The integral becomes:

/2 0 /2
412 / (sin(6 + g))2 o = —4r / sin(u)?du = 4r? / sin? 0 df
0 /2 0

Referring back to our previous integral equality, this means we have:
/2 /2
Sa = 4 / cos?0d) = 4? / sin” 0 df
0 0
However, by linearity of integration, and by the Pythagorean theorem, again, we have

/2 /2 /2 w/2 - /2
/ c0829d9+/ sm29d0:/ cos? § + sin? do:/ df = :2/ cos? 6 do
0 0 0 T 0 0

Hence,

N |

w/2
S’A:2r22/ Cos29d9):
0
—_—

=7/2
0

Theorem 15 (circular sector area). The area of a circular sector, of angle 6, in a circle of radius r is
given by:

1
57”29

Proof. Because the area is evenly distributed on a circle, this is a simple Cross—multiplicatiorﬂ involving

the area of a circle: )
2r  — 7r

Omr? 1,
0 — Ay= - —§r0

Shttps://en.wikipedia.org/wiki/Cross-multiplication
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Remark 21. We could also have proved it directly with an integral, as we did for the circle.

Theorem 16 (squeeze theorem). Let o, 1, ¢ be three real-valued functions defined on an interval I C R,
and a be a point of I. If, (Vx € I/{a}) (x € I but x # a), we have:

p(r) < P(z) < ¢(z)

With:
lim o(z) = A = lim ¢(z)
Then:
lim ¢(z) = A
r—a

Proof. Let’s translate our limits into their (e — §) form, considering a single €
(Ve > 0), (361 € R), (Vz € R) (Jz — a| < 01) = (Je(x) — Al <€)

(Ve > 0), (362 € R), (Vx € R) (Jx — a] < d2) = (J¢(x) — A| <€)

So, let € > 0, and let 6 = min(dq,d2). For the same reasons as with previous limits proofs, this ¢ implies
both the inequalities involving e, which can be restated, by definition of the absolute value, as:

—e<p(x)—A<e
—e<Plr)—A<e
But we also have:
p(x) < Y(z) < ¢(x)
& plz) = A < ¥lz) — A < 6(x) — A

So:
—e< (@) —A<Y(x) - A< Px) —A<e

< (x) — A <e

Which concludes the proof, as we now have an (e — §) statement on 1, equivalent to a limit.

We now have everything we need to start computing the limits involved in the differentiation of sine:

Theorem 17.

sin e

lim =1
e—=0 €

Proof. Consider the three following blueish areas:
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The three areas are definitely ordered from smaller to bigger (left to right), and we can also determine
them: the middle one is that of a sector, while the two side ones are right triangles (so their areas is half
of the corresponding rectangle). We then have the following inequalities:

1 1 1
Zr? cosfsinf < 51"29 < 57"2 tan 6

sin 6
s cosfsinf < 0 < m
cos 6
& 0 < 0 < !
cos
— sinf — cos 6
N 1 S sin 6 S P
cos
cosf — 0 -
But, as 6 goes to zero, the two extremes of this inequalities become:
lim = 1 limcosf = 1

6—0cos 6—0

Hence by the squeeze theorem, it follows that we must have:

Jim 20
6—0 0
O
As for the other limit:
Theorem 18.
cose — 1
im—— =0
e—0 €

Proof. We will rely on the previous limit; this will be a ”proof with a trick” (multiplying by a/a = 1;
in the present context, a will always be non-zero). Note also at the end that we can apply the product
rules for limits given the existence of both sublimits.

cose — 1 (cose—l ><cose+1))

lim —— = lim
e—0 € e—0 € COos € + 1)
) cos?e—1
= lim|(——
e—0 \ e(cose+ 1))
. sin?
= —lm(———
=0 (e(cos €+ 1))>

. sine sin e
= —-lim|[— X ——
e—0 € cose+ 1

. sine . sin e
= — lim( ) x lim
e—0" € e—0"cose+ 1
~—_—
—1 —0/2=0

We now have everything to conclude: let’s recapitulate all the intermediate steps to compute sin’:

Theorem 19 (sine derivative).

(Vz € R), ‘sin’(z) = cos(z) ‘

31



Proof.
sin(z + ¢€) — sinx

(Vz € R), sin’(z) = lim

e—0 €
sinz cose + cosxsine — sinx

= lim

e—0 €

) sinz(cose —1)  cosxsine
= lim +

e—0 € €

. . cose—1 . sine
= sinzlim ———— 4+ cosx lim

e—0 € e—0 €
=0 =1

= [cos7]

O
dcost/dt
Theorem 20 (cosine derivative).
(Vz € R), ‘cos’(a:) = —sin(xz) ‘
Proof. The results follow from the shifts formulas 7?7
(Vx € R), cos'(z) = sin'(z+ g)
= (sino(y — y+3))'(@)
= cos(z+ g)
= | —sin(z)
O

det/dt
This one, as mentioned in the book, is "trivial” when we define the exponential function to be precisely
the function which is equal to its derivative (and such as e = 1).

And this is usually the way the exponential function will be first introduced to students. You may want
to have a look at other equivalent characterization of the functiorﬂ Trying to compute an exponential
defined on a development in infinite series carries a certain aesthetic for instance.

dlnt/dt
As for the exponential, there can be some variety here depending on how we characterize the In function
ﬁ Usually, it will be introduced as the inverse function of the exponential:

Definition 5 (natural logarithm). The natural logarithm function is defined as the function In such that:

(vz € R),

Remark 22. To rigorously establish this definition, would have needed to prove that the exponential is
invertible.

“https://en.wikipedia.org/wiki/Characterizations_of_the_exponential_function
8https://en.wikipedia.org/wiki/Natural_logarithm#Definitions
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Theorem 21 (natural logarithm derivative).

(Vz €R), |In'(z)= -

X

Proof. The proof develops from the previous definition of the logarithm by integrating both side and
then applying the chain rule:

(Vz e R), @ =
d In(z) __ d
< dz© T
& In'(z)e™® = 1
~
1
& In’ = |-
V) = |1

O

Remark 23. For the sake of completeness, some authorﬂ will for instance start by defining the loga-
rithm as an integral, and then define the exponential as the inverse of the logarithm. From which they
can prove that the derivative of the exponential is the exponential.

Particle Motion
Example of Motion

Exercise 6/8

Exercise 15. How long does it take for the oscillating particle to go through one full cycle of motion?

We're in the case of a particle oscillating in one dimension. Its motion, known as the simple harmonic
motion, is described by:

z(t) = sin(wt)
Essentially, 2(t) will correspond to the vertical component of a point moving on the unit circle, located
by an angle wt.

9https://wuw.whitman.edu/mathematics/calculus_late_online/section09.02.html

33


https://www.whitman.edu/mathematics/calculus_late_online/section09.02.html

To fix things, consider the case of a particle starting at an extreme position, say = 1 (at the top of
the north hemisphere of the unit circle). It will need to go down to = —1, and then back up to z = 1.
In the mean time, the corresponding point on the unit circle would have walked a full circle, or 27 radians.

So we're looking for the time T that it will take for us to move by an angle 27, knowing that we move
at a speed of w radians per unit of time (i.e. wi—p =0, wi=1 = W, wWi—2 = 2w, ...):

D
Wl =21 e |T=2"
w

Remark 24. T is commonly called the period of motion.

Exercise 7/8
Exercise 16. Show that the position and velocity vectors from Eq.s (3) are orthogonal.

Actually, Eq.s (3) refers to velocity and acceleration, not position. Because of this ambiguity, let’s look
for which pair of vectors are orthogonal among the three. Let’s start by recalling how they have been
defined (knowing that velocity and acceleration are obtained by differentiating position respectively once
and twice):

re(t) = R cos(wt); ry(t) = Rsin(wt)
vy (t) =  —Rwsin(wt); vy(t) = Rw cos(wt)
ax(t) = —Rw?cos(wt); ay(t) = —Rw?sin(wt)

We’ve established in I01E06| that two vectors are orthogonal if their dot product is zero; where the dot
product has been defined as:
UV = UgUz + Uyly + UV,

— o]l cos B,
Then, let’s compute a few dot products (we'’re in the plane, so the z components must be zero):
TV = TpUp + Tyl
= Recos(wt) x (—Rwsin(wt)) + Rsin(wt) x Rw cos(wt)
TQ = TpQp + TyQy
Rcos(wt) x (—Rw? cos(wt)) + Rsin(wt) x (—Rw?sin(wt))
= — R%w*(cos?(wt) + sin®(wt))

=1

= |—(Rw)*#0
V-a = Uzplg t UyQy
= (—Rwsin(wt)) x (—Rw? cos(wt)) + Rw cos(wt) x (—Rw?sin(wt))
Hence both position and acceleration are orthogonal with velocity.

Remark 25. Regarding r - a, we could also have observed that a = —w?r: the vectors are collinear, so
they simply can’t be orthogonal. From there, were we to already have established r -v = 0, we could have
inferred v - a = —w?v -1 = 0, using the (bi)linearity of the dot product.

Exercise 8/8

Exercise 17. Calculate the velocity, speed and acceleration for each of the following position vectors. If
you have graphing software, plot each position vector, each velocity vector, and each acceleration vector.

7 = (coswt,e”t)

7 = (cos(wt — @),sin(wt — ¢))
7= (c cos® t, csin t)

7 (c(t — sint), e(1 — cost))

34


https://github.com/mbivert/ttm/blob/master/cm/I01E06.pdf

Let’s recall that each component of the velocity and acceleration vectors are defined respectively as the
derivative and second derivative of the corresponding component of the position vector:

r(t) = (z(t),y(t))
o(t)=r(t) = (&(0),9(t)
a(t)=v(t) =r(t) = (&(),§(1)
So this is just a differentiation exercise in disguise. We'll be using a fast pace here (80% of the work

is about applying the chain rule); if you need a slower approach, see for instance LO2E01, where we go
in-depth on how to apply common differentiation rules.

ro(t) = (cos(wt), e“?)

ro(t) = (cos(wt),e“")

vo(t) = rolt)

‘ (—wsin(wt), we*?) ‘

ao(t) = vo(t) =ro(t) = ‘ (—w? cos(wt), w?e?) ‘
Yo(t) v,y (1) ag,y(t)
Zo (t) U(),m (t) CL07I (t)
Figure 6: w = 1; Figure 7: w =1; Figure 8: w =1;
ro(t) = (cos(wt), e*?) vo(t) = (—wsin(wt), wew?) ao(t) = (—w? cos(wt), w?ev?)
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Yo(t) v0,y(1) ao,y(t)

= 2(t) v0,2(t) a0, (t)
Figure 9: w = 1.2; Figure 10: w = 1.2; Figure 11: w =1.2;
ro(t) = (cos(wt), ") vo(t) = (—wsin(wt), wevt) ao(t) = (—w? cos(wt),w?e“?)

Remark 26. Increasing w will:

e For the position, increase the distance at which we travel in the y direction; the distance in the x
direction will be the same, because it’s constrained by a cos, but we’ll get there faster:

e For the velocity, we will go faster in both the x and y directions; we’ve plotted in a fainted blue on
the second graph the vo(t) for w =1 for comparison, because the effect in the x direction is small;

o And obviously if the velocity increases, the acceleration must increase accordingly, which it does,
quadratically, both in the x and y directions (again, we’ve plotted in a fainted blue on the second
graph ao(t) for w =1 for comparison,).

r1(t) = (cos(wt — ¢),sin(wt — ¢@))

r1(t) = (cos(wt — ¢),sin(wt — ¢))
vi(t) =m(t) = ‘ (—wsin(wt — @), w cos(wt — @)) ‘

a () =vi(t) =ri(t) = ‘ (—w? cos(wt — ¢), —w? sin(wt — @)) ‘ = —w?r(t)
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| TN |
7777777 () (1) L)
Figure 12: w =1, = 0; Figure 13: w =1, =0; v1(t) = Figure 14: w =1,¢ = 0;
r1(t) = (cos(wt — @), sin(wt—¢p))  w(—sin(wt — @), cos(wt — @)) ai(t) = —w?r((t))
v1,y(t)
7777777 e vy (8)

. o P Figure 16: w = 13,9 = 0.5; . o Akl
Figure 15: w = 1.3, ¢ = 0.5; o1 (t) = w(— sin(wi— o). cos(wt— Figure 17: w = 1.3, = 0.5;

r1(t) = (cos(wt — @), sin(wt — ¢)) ) ai(t) = —w?r(t))

Remark 27. All those plots were made with t € [—w/4,7/3] so as to make more visible the effect of
changing the phase ¢, which only alters our starting/ending point. The alteration would have been hidden
were t to have gone through an interval wider or equal than 2w. An arrow has been added to indicate the
ending point.

w 1s the angular velocity, or the number of radians the particle move per unit of time. Naturally, if it’s
increased, the particle will go further, faster; the increase in speed will demand a corresponding increase
in acceleration.

r2(t) = c(cost)3, c(sint)?)
az is the most complex derivative for this exercise. We start by applying the product rule (uv = v'v+uv’),
and the chain rule on one of the resulting factor.

ro(t) = (ccos®t,csin’®t)
va(t) =ra(t) = ‘ 3c(—sintcos? t, costsin? t) ‘
az(t) = va(t) = ro(t) = 3c(—costcos®t+ (—sint)(—sint)(2cost), —sintsin? ¢t + cost cost2sint)

= [3c((cost)(2sin*t — cos® ), (sint)(2cos® t — sin? 1))

Remark 28. We may be able to simplify the expression of the acceleration as.
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Figure 19: ¢ = 0.5, 1, 1.5;

Figure 18: ¢ = 0.5, 1, 1.5;75(t) = (ccos® t, csin® t) vy(t) = 3¢(—sint cos® t, cost sin? t)
)

az,y(t)

a37m(t)

Figure 20: ¢ = 0.5, 1, 1.5 (blue, orange, red); as(t) = 3¢((cost)(2sin?t — cos?t), (sint)(2 cos? t — sin?t))

Remark 29. We see from the equations that c is a scaling factor, operating on both azxes. If we increase
it, we will go higher (y-azxis) and further away (x-azis) in the same amount of time t, hence we’ll need
greater speed, in both axis, and greater acceleration, again on both axes.

r3(t) = (c(t —sint), c(1 — cost))

r3(t) = (c(t —sint),c(l — cost))
vs(t) =r3(t) = ‘ ¢(1 — cost,sint) ‘
as(t) =vs(t) =rs(t) = |c(sint,cost)
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Figure 21:

¢=035,1, L5; . Figure 22: Figure 23:

ra(t) = (e{t — sint), (1 — cost)) ewe 2 =05 1,15
vs(t) = (1 — as(t) = c¢(sint, cost)
cost,sint)

Remark 30. As for the previous exercise, ¢ is a scaling factor, with the same kind of impact as before.

Interlude 2: Integral Calculus

Integral Calculus

Exercise 1/4

Exercise 18. Determine the indefinite integral of each of the following expressions by reversing the
process of differentiation and adding a constant.

=t
f(#) = cost
fity = -2

Because this is the first integration exercise, we’ll go slow. We will ”implement” the reversing of the
process of differentiation by applying the fundamental theorem of calculus, on a few previously established
differentiation results; let’s recall those:

itn = qpt" 1

dt

—sint = cost

dt
Let’s start by integrating both sides of each equation:

d
g n—1
/dt dt /nt dt
d .
/—smtdt = /costdt
dt

Let’s then recall the second form of the fundamental theorem of calculus given in the book:

d
—fdt=f({t)+¢, ceR

dt
So our previous equations can be rewritten as:
t"+c = nt" 1 dt, ceR

sint4+c¢ = costdt, ceR

/
/
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Which are, to syntactical differences, the formulas given in the book. In addition to those, we will
also rely on the linearity of the integration, which essentially is the combination of the sum rule for
integration and multiplication by a constant rule for integration, both being analogues of what we had
for differentiation, and which can be summed up by:

Theorem 22 (linearity of integration).

(V(a, B) € B?) , (v, ) € (C°)?) /w+ﬂ¢:a/<p+ﬂ/w

Remark 31. C° refers to the class ("set”) of continuous functions; actually, mathematically-wise, it
would suffice for the functions to be “partially continuous” so as to be integrable; in the context of physics,
requiring them to be continuous is reasonable.

Remark 32. We’re using the following ”shortcut” notation:

[o=[ewa

/ o+ B = / (ap(t) + Bo(8)) dt

or for a more involved expression:

Proof. We can establish this result, again to syntactical differences, for instance through a similar process
as we’ve just used for ¢" and cos, that is, by integrating differentiation results:

Llap+ U0 = agl) + YD)

o [t = [adw+ovo

o (aptBY)D) = / o/ (1) + B0 (1)t

& /cw”rﬂi// = a/so”rﬁ/w’

f(t) =t

This is a simple application of:

/nt"ildtzt”—kc, ceR

with n = 4; using the linearity of integration:

/5t5_1dt = t"4+¢c, ceR

1
@/t“dt = g1t"’+c

Remark 33. We can check the result by differentiating it

f(t) = cost
An even more direct application of the formulas established earlier:

/costdt:, ceR

Remark 34. Again, we can check the result using differentiation: we know from earlier that the deriva-
tive of a constant is zero, that of sine is cosine, and that the derivative of a sum is the sum of the
derivatives.

40



Ft)y=t>—-2

Note that there’s a special case for:
/nt"‘ldt:t”—f—c, ceR

when n = 1:
/1xt0dt=/dt=t1+c=t+c, ceR

More generally, by linearity of the integration:

(Va € R) /adtza/dtzat—i—c, ceR

1
/t2—2dt:/t2dt—2/dt: §t3—2t+c, ceR

Which again is elementary to verify by differentiation.

And so we have:

Exercise 2/4

Exercise 19. Use the fundamental theorem of calculus to evaluate each integral from FExercise 1 with
limits of integration beingt =0 tot =1T.

We're going to build on the indefinite integrals we’ve just computed in 102E01, and simply evaluate the
difference of the primitives between t =T and ¢t = 0.

Remark 35. There are two common notations to evaluate a primitive between two values; I'll use the
second one, out of habit. Let’s recall the fundamental theorem of calculus along the way:

b b b
FOL = FOL 2 [ F@d=Fe) - F

f@) =t
The primitive was:
1
—t°+¢, c€eR
5
Evaluated as expected gives:
T
1 1 1 1
,t5 —_T5 _ 705 | =75
L,) +C:|0 : +c (5 +¢) 5

Remark 36. Note how the constant of integration gets canceled. This will happen systematically here.

f(t) = cost
The primitive was:
sint+c¢, ceR

Evaluated as expected gives:
[sint + c]g =sinT —sinQ =

f(t) =t2—2
The primitive was:

Evaluated as expected gives:

13 1 3
~t3 -2t =|T% —2T
e, =l
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Exercise 3/4

Exercise 20. Treat the expressions from Ezercise 1 as expressions for the acceleration of a particle.
Integrate them once, with respect to time, and determine the velocities, and a second time to determine
the trajectories. Because we will use t as one of the limits of integration we will adopt the dummy
integration variable t'. Integrate them fromt' =0 to t' =t.

t
v(t) = / 't dt’
0

o(t) = /Ot cost’ dt’
v(t) = /Ot(t’2 —2)dt’

Conceptually, the exercise seems to be about creating functions from integrals, by having a variable of

the integration limit being a function parameter, which forces to use a different name for the integration
variable; multiple choices are obviously possible, as long as the result is consistent:

o(t) = /0 o(T) dT

o(t) = [ot'4dt’

Let’s recall our results from either I02E01| or 102E02. If we work from the former, we first would need
to change the variable name from the primitive, say to ¢, and evaluate the indefinite integral between ¢
and 0. Working from the later, we would need to replace T by t.

t
v(t) = / t'dt’

0
1
l:t/5 + c:l

5 ceR

t
)
0

t5

1
5

Now we can repeat the same process to compute the position x(t):

x(t)

I Il
o\ o\
2 2
ST
= o
ot N
oW
==

1 t
= |5t R
[30 +Ch, ce
_ 1 6
130

v(t) = fg cost'dt’
Same exact process:

42


https://github.com/mbivert/ttm/blob/master/cm/I02E01.pdf
https://github.com/mbivert/ttm/blob/master/cm/I02E02.pdf

v(t) = /COSt/dt/
0

I
S—
3
@,
]
A~
QU
<

Il
I
Q
o
n
B3
+
0,
o
o
m
=

o(t) = [o(t'2 —2)dt’
No surprises here either:

Integration by Parts
Exercise 4/4

Exercise 21. Finish evaluating

vl

/ T cos T dx
0

We will re-compute the integral from the beginning.

Let’s start by recalling the formula for the integration by parts, given two real valued functions ¢ and
continuously differentiable on [a,b] C R:

Now, in our integral, let’s identify:

) = =
P(x) cos T
From which we have immediately:
1
e(z) = 5332
' (x) = sinx



Our integral then becomes:

7T/2 1 77/2 7T/2 1
/ rcosrdr = {zQ cos x} — / —z?sinz dx
0 2 0 o 2

Well, it didn’t really helped us, didn’t it? But this gives us a clue on what perhaps we should try: while
the sine/cosine will essentially oscillate between each other when integrating/differentiating, the = will
square when being integrated, but will vanish when being differentiated. So instead, let’s identify things
this way:

o'(r) = cosuz; o) = sin
Plx) = @ (@) = 1
And now the integral becomes:
/2 /2
/ zeoszdr = [zsinx]g/2 —/ sinz dz
0 0
- Ty [cos 2]/
2
s
- [T
2

Lecture 3: Dynamics

Aristotle’s Law of Motion

Exercise 1/4

Exercise 22. Given a force that varies with time according to F = 2t2, and with the initial condition
at time zero, x(0) = 7, use Aristotle’s law to find x(t) at all times.

Let us recall that Aristotle’s law of motion is defined, for a one-dimensional particle (otherwise, F(t)
and z(t) would be vector-values functions F'(t) and x(t)) earlier in the book as:

d F(t)

==

And that by integrating both sides, thanks to the fundamental theorem of calculuﬂ assuming the mass
is constant over time, we obtain:

ﬂﬂ:%/F@ﬁ

Which is our case, for F(t) = 2t?, develops in:

1
z(t) = E/%? dt
2

=" t+cceR
3m

The initial condition x(0) = m implies that ¢ = 7, hence the position at all time would be:

2

Onttps://en.wikipedia.org/wiki/Fundamental_theorem_of _calculus
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Mass, Acceleration and Force
Some Simple Examples of Solving Newton’s Equations

Exercise 2/4
Exercise 23. Integrate this equation. Hint: Use definite integrals.

The equation in question resulting from Newton’s second law in the case of a constant force F, being
applied to an object of mass m following the z-axis:

By integrating both sides, thanks to the fundamental theorem of calculus, assuming the mass is constant

over time, we obtain:
F,
V,(t) = —dt
() / m

F,
:—/dt
m
F,
= —t+c,ceR
m

Generally, ¢ would be determine from an initial condition v, (0), which is our case, would precisely be ¢,
hence:

F,
() = v, —t| O
02(t) = 2 (0) + -

Which is exactly the solution proposed in the book.

Exercise 3/4
Exercise 24. Show by differentiation that this satisfies the equation of motion.

Contrary to the previous exercise, instead of integrating to find the solution, we start from the solution
and climb back to our original equation of motion, which are, in the case of a constant force F, applied
to a mass m following the z-axis:

F,
(t) = 2(t) = v.(0) — =t
02(8) = £(t) = v2(0) —
The proposed solution is:
(t) = 20 + v (0)t + E
=20 m U 2m

Immediately, by derivation, constants goes to 0, ¢t becomes 1 and ¢2 becomes 2¢, we indeed obtain:

d , E;
270 = 2(t) = (1) = v:(0) + —t | O

Exercise 4/4

Exercise 25. Show by differentiation that the general solution to Eq. (6) is given in terms of two
constants A and B by
z(t) = Acoswt + Bsinwt

Determine the initial position and velocity at time t = 0 in terms of A and B.

We’re in the case of a 1-dimensional harmonic oscillator, depicted below as a mass m set on a frictionless
ground attached to a fixed element to the left by a horizontally positioned spring of constant k.
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Remark 37. Almost equivalently, we could have worked in a vertical setting, which, on one hand, would
have avoided us the need for a frictionless ground, but on the other hand, would make the equation slightly
more complicated.

There are interesting, complementary aspects to both cases. Because the differences are minute, we can
explore both of them here.

Harmonic oscillators play a major role in physics, as explained by Feynman in Chapter 21 of the first
volume of his Lectures on Physics:

The harmonic oscillator, which we are about to study, has close analogs in many other fields;
although we start with a mechanical example of a weight on a spring, or a pendulum with a
small swing, or certain other mechanical devices, we are really studying a certain differential
equation. This equation appears again and again in physics and in other sciences, and in fact
it is a part of so many phenomena that its close study is well worth our while.

Some of the phenomena involving this equation are the oscillations of a mass on a spring;
the oscillations of charge flowing back and forth in an electrical circuit; the vibrations of a
tuning fork which is generating sound waves; the analogous vibrations of the electrons in an
atom, which generate light waves; the equations for the operation of a servosystem, such as
a thermostat trying to adjust a temperature; complicated interactions in chemical reactions;
the growth of a colony of bacteria in interaction with the food supply and the poisons the
bacteria produce; foxes eating rabbits eating grass, and so on; all these phenomena follow
equations which are very similar to one another, and this is the reason why we study the
mechanical oscillator in such detail.

Thus, we’ll take the time to analyze it more precisely than what is expected here: this is the occasion to
present some aspects not covered, or not covered as explicitly in the book.

Despite everything happening in one-dimension, we’ll use a vector position @, which is a function of time.
2

d
Hence, the vectors for speed and acceleration will respectively be v =& = —x(t) and a = & = @az(t)
Note that we’re representing vectors with bold font instead of arrows; bold font is rather common in
physics. This should be the only additional thing needed to follow through for someone having read the
book up to this stage.

Contact force, normal force, friction force

The |contact force| is the force resulting from the contact of two objects. It is generally decomposed
into vertical and horizontal components. The horizontal component perhaps is the most intuitive: it
corresponds to friction forces. For instance, after having given a gentle push to an object an on ordinary
table, it will only move up to a certain point: it is progressively stopped by the friction between the
object and the table. You may think that this friction is caused at least in part because at a microscopic
scale, both the object and the surface are far, far from being perfectly plane, and even more so at an
atomic scale.

But this is false. As a counter-example, consider |[gauge blocks, manufactured to be extremely flat: their
surfaces, far from being frictionless to each other, cling!

Because a rigorous understanding of friction forces requires advanced mechanics knowledge, we can satisfy
ourselves with Feynman’s vulgarization, from |Chapter 12 of the first volume of his Lectures on Physics:

There is another kind of friction, called dry friction or sliding friction, which occurs when
one solid body slides on another. In this case a force is needed to maintain motion. This is
called a frictional force, and its origin, also, is a very complicated matter. Both surfaces of
contact are irregular, on an atomic level. There are many points of contact where the atoms
seem to cling together, and then, as the sliding body is pulled along, the atoms snap apart
and vibration ensues; something like that has to happen. Formerly the mechanism of this
friction was thought to be very simple, that the surfaces were merely full of irregularities and
the friction originated in lifting the slider over the bumps; but this cannot be, for there is no
loss of energy in that process, whereas power is in fact consumed. The mechanism of power
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loss is that as the slider snaps over the bumps, the bumps deform and then generate waves
and atomic motions and, after a while, heat, in the two bodies.

]

It was pointed out above that attempts to measure p by sliding pure substances such as
copper on copper will lead to spurious results, because the surfaces in contact are not pure
copper, but are mixtures of oxides and other impurities. If we try to get absolutely pure
copper, if we clean and polish the surfaces, outgas the materials in a vacuum, and take every
conceivable precaution, we still do not get u. For if we tilt the apparatus even to a vertical
position, the slider will not fall off—the two pieces of copper stick together! The coefficient
1, which is ordinarily less than unity for reasonably hard surfaces, becomes several times
unity! The reason for this unexpected behavior is that when the atoms in contact are all of
the same kind, there is no way for the atoms to “know” that they are in different pieces of
copper. When there are other atoms, in the oxides and greases and more complicated thin
surface layers of contaminants in between, the atoms “know” when they are not on the same
part. When we consider that it is forces between atoms that hold the copper together as a
solid, it should become clear that it is impossible to get the right coefficient of friction for
pure metals.

The normal force|is the vertical component of the contact force. An object on a table is affected by the
Earth gravity, but naturally resists going through the table, unless of course, the object is really massive
and/or the table very weak. There’s a bunch of complicated interactions at the atomic level from which
this situation occurs: at a macroscopic scale, we simplify things and wrap this complexity by abstracting
it as a (macroscopic) force.

Remark 38. In the case of the vertical setup, with a mass attached to a vertical spring, the mass is not
in contact with a ground surface, so there would have been no need to discuss contact forces.

Remark 39. A static object on a flat surface corresponds to a special case where the horizontal compo-
nent of the contact force (friction) is null. Hence, the contact force and the normal force are, in such a
special case, one and the same. The exact same thing would happen in the case of a frictionless surface.

Newton’s laws
Let us start by recalling Newton’s laws of motion:

1. Principle of inertia: Every body continues in its state of rest, or of uniform motion in a straight
line, unless it is compelled to change that state by forces impressed upon it;

2. 7F = ma”: The change of motion [momentum] of an object is proportional to the force impressed;
and is made in the direction of the straight line in which the force is impressed;

3. action = reaction”: To every action there is always opposed an equal reaction; or, the mutual
actions of two bodies upon each other are always equal, and directed to contrary parts.

Remark 40. A force always is applied from an object, to another object; with the restriction that an
object cannot apply a force to itself.

Remark 41. The second law is a actually a statement about momentum, from which we can derive
F = ma. More precisely, the momentum, called "motion” by Newton, is defined as p = mv, which
literally captures the idea of the speed v of a certain amount of matter m. Then, it follows that the
general case, p is as v a function of time.

The ”change of motion” then refers to an infinitesimal change of the momentum over time, mathemati-
cally captured by the time derivative %p. The law can then be progressively written, assuming the mass
m is constant over time:

d d

F = — = — = —_ =
dtp dtmv mdt'u ma [
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Remark 42. It may seem weird to mention in the previous Remark[{1] that we assume the mass m to
be constant over time. In the current context, this will be the case, but in general, likely contrary to what
any reasonable human would expect, they are exceptions. More precisely, in special relativity, the mass

is a function of the velocity v:
m
Myrel =
2

1 —
2

We won’t delve into the details here, but note that if v = ||v|| is much smaller that c, the speed of light,

then the relative mass mye; and m are very close.

To say it otherwise, this assumption doesn’t hold at high velocities.

Remark 43. In the second law, the force impressed ("F7”) is actually the force resulting from all the
other forced applied to an object, >, F;, which is sometimes called Fyc;.

For instance, if you push a cart, Fy¢; should contain at least the force you are exerting, the gravity exerted
by Earth, and the contact force generated by the ground on the cart’s wheel. The sum of all the forces
applied to the cart that will ultimately influence its motion.

As a result, in practice, when analyzing a situation so as to establish the equation of motion of an object,
one should start by identifying all the external forces applied to this object.

Remark 44. A common special case of the second law is to consider objects that, within a certain frame
of reference, do not move. Hence, by definition, their speed v would be 0, and so would be their acceler-
ation. That is, Y, F; = 0.

Another special case for the second law is when things move at constant speed. Again, the acceleration

would then be 0 and thus still Y, F; = 0.

Remark 45. It is interesting to spend a moment to ponder what the mass m of an object really ”is”.
Intuitively, for a non-physicist mass is another word for weight, but not to a physicist.

Instead, in the context of the second law, physicists will observe that the more mass there is, the more
force will be needed to accelerate an object. Conversely, the less mass there is, the less force will be needed
to alter the motion of an object. Thus, they would conceptualize the mass as a measure of resistance
to acceleration (change of movement).

This is the second time we meet a subtlety regarding masses, the first one being Remark [{3 about how
mass is a function of the velocity. We’ll come back later once again in a moment at some more subtlety
regarding mass.

Remark 46. In the case of a static object laying on a flat surface, one may think that the gravitational
force exerted by the FEarth on the object and the normal force/contact force arising from the contact of
the object with the surface are two opposite forces, in the sense of Newton’s third law: after all, they are
indeed of equal intensity and opposite directions.

But this is incorrect: in such a situation, we actually have two pairs of opposite forces, in the sense of
Newton’s third law:

1. F, . and F,,, respectively the gravitational force exerted by the object on Earth, and the gravita-
tional force exerted by Farth on the object;

2. Fo and F; ,, respectively the contact force exerted by the object on the table, and the contact force
exerted by the table on the object.

Now to be more complete, there’s even a third pair of forces, which would be in almost all practical situ-
ations negligible, namely, the gravitational forces exerted by the surface on the object, and by the object
on the surface.

A good exercise to check one understanding of this topic would be to try to identify forces in the case of
a hand pressed on a (static) wall, or in the case of two hands pressed against each other.
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Remark 47. Newton’s third law is actually a consequence of the principle of|conservation of momentum:
essentially, in a closed system, the total momentum is a constant over time.

This is a key idea in modern physics, and will be key later in the book.

Hooke’s law

Hooke’s law, as Newton’s laws, is an empirical law, that is, which has been found by repeated experi-
mentation. Essentially, it states that the force needed to extend or compress a spring by a given distance
varies linearly with the distance during which the spring is extended/compressed. That linear factor k
is the spring’s constant. This force is thus a function of that distance/displacement §:

F,(0) =k
The equation could be read as something like:

e If T don’t compress/stretch the spring (6 = 0), no force is exerted;

e The more I compress/stretch the spring, the greater the force, where the relation between both
varies linearly.

Remark 48. In most practical cases, & will be a function of time §(t); thus, the force itself will be a
function of time: Fs(d(t)).

Remark 49. By Newton’s third law, if there’s an object exerting a force on the spring, then the spring
also exerts a force on the object, of equal intensity, but in the opposite direction. Hence, equivalently,
Hooke’s law could be reformulated in the form presented in the book:

F,(6) = —kd

Remark 50. You may sometimes find that last version of the law, as is the case in the book, written as
F,(x) = —kx. This is a convenient choice that physicists can make, where, by identifying the origin of
the coordinate system as the rest position of the mass, the measure of displacement § will indeed always
match the position vector x.

This can be summarized by saying that bmFs is the the force pulling the mass back to its rest position.

Remark 51. If you have a spring or two around (architect lamps are a good source) and some reqular
weight (small tableware, such as iron tea cups would do), you should be able to easily verify this law
experimentally. In this case, the objects’ weight will be the source of a gravitational force (we’ll come
back to the gravitational force in a moment): doubling the mass (attaching two cups) should double the
deformation of the spring.
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Remark 52. Were you at least to imagine the previous experiment, you would realize that there must
so some limits to this law: the spring could break or be irremediably deformed. Hooke’s law is actually a
first-order linear approximation, that works reasonably well in plenty of practical cases. There are more
advanced models who generalize Hooke’s law, but they are of no use to us in this context.

Forces diagram

The goal of a force diagram, or a free body diagram, is to identify the forces acting on an object, with
the intent of applying Newton’s second law, so as to later determine an equation of movement for that
object: we want to identify the sum of all the forces acting on the object, F.. = >, F;, who are
likely to contribute to the shape of its trajectory. Let’s complete the diagram of our horizontal spring
setup with:

F. , the gravitational force exerted by the earth on our object. Note that we haven’t talked about
gravitation yet, and as you’ll see in a moment, we don’t need to, but this will be necessary for the
vertical spring setup;

F; , the normal force exerted by the table on our object. Because the surface is frictionless, the normal
force is the contact force;

F; , the force exerted by the spring on our object, which can be described by Hooke’s law.

110070777

172072277

Placement of the origin of the Z-axis As we’ve already observed before, it can be interesting to
identify the origin of our coordinate system to the position where the system will be at equilibrium//rest.

Intensities and signs Thanks the previous convention, as discussed in Remark Hooke’s law can be
used to determine the force exerted by the spring on the object, and can be written as F; , = —kx.

We know, from Newton’s second law, that the contact/normal force exerted by the table on the object
is equal to —Fj, ;, where F, ; is the force exerted by the object on the table, which itself results from the

gravitational force F¢,, i.e.
Ft7o = Lot — _Fe,o

As we'll see quickly, we don’t actually need to compute anything more, in this situation. We’ll neverthe-
less show how to compute the gravitational force in the next section, when considering the similar case
of a mass attached to a vertical spring.

Applying Newton’s second law We can now use Newton’s second law, >, F; = ma = m& to deduce
an equation of motion:
Fe,o + -Ft,o + -Fs,o = mi
& Foo,—F.,+ F,,=m&
& F,,=m&
& —kx=mx O
Which is a second order, linear differential equation, homogeneous, with constant coefficients. It’s often

rewritten, as is the case in the book, by defining w? = —:
m
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Gravitational force
To handle the case of a vertical spring, we won’t be able to brush the gravitational force away as we did
previously, and we’ll need to compute it.

There are a few different ways to reach a formula for the gravitational force, but perhaps the simplest
one, in the context of studying a mass attached to a vertical spring, would be to empirically study the
fall of an object of mass m in Earth’s gravitational field.

One could proceed for instance by video-taping a vertically falling object of known mass m. The video
can then be discretized into a series of images, on which we could measure the evolution of the position
of the mass over time. From there, we could compute the speed, as the variation of position, and the
acceleration, as the variation of speed.

Then, neglecting the air resistance (well, we could perform the experiment in a vacuum)), we can pretend
that there’s a single force acting on the mass, which is our gravitational force.

The experiment could obviously be performed multiple times to improve the accuracy. In the end,
physicists have found that Earth’s gravity is an acceleration vector g of intensity 9.81m.s~2, directed
towards the center of the Earth, which experimentally gives a gravitational force of:

Fe,o =mg

Remark 53. A home-made reenactment of the experiment would be difficult, especially if there’s a need
for strong precision, which would involve the presence of a vacuum. At least, more difficult than experi-
mentally validating Hooke’s law on a single spring.

Historically, a simpler and more primitive setup was employed, for instance by Galileo, which would
involved measuring the speed of a ball rolling on an inclined plane. A great way to lower the speed of the
”fall” and thus to get more accurate time measurements.

Remark 54. 1) Note that g captures not only the gravitational force exerted by the Earth, but also
captures the contribution of the Farth’s rotation (centrifugal force).

2) Because the Earth is not a perfect sphere, the value of ||g|| is not uniform everywhere on Earth; there
are noticeable differences from city to city for instance.

Remark 55. In Remark [{3 we conceptualized the mass as a measure of resistance to acceleration.
Physicists call this the inertial mass. And they conceptually distinguish it from what they call the gravi-
tational mass, which is the property of matter that qualify how an object will interact with a gravitational

field.

We tacitly assumed that both are the same: this is the equivalence principle, a cornerstone of modern
theories of gravities. So far, physicists haven’t been able to distinguish the two masses experimentally
either. But conceptually, they refer to two distinct notions.

Mathematically, this means that in the case of a falling object subject to a single force exerted by gravi-
tation, by applying Newton’s second law, we have:
Fnet = Fe,o =m;a
& Mmgg = Mm;a
& g=a
Remark 56. 1) Another approach could have been to rely on Newton’s law of universal gravitation.

MeMo
—T
Ire.oll® =

F.,=-G

But not only is this law also empirical, but it would involve knowing the mass of the Earth m., the
gravitational constant G, etc.
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2) Similarly we could delve into |Einstein’s theory of general relativity, but the prerequisites would again
have been more sophisticated than exposing a basic experiment.

Vertical spring

We know have all we need to study a variant of our previous setup, slightly more complicated math-
ematically, where a mass m is attached to the end side of a vertical spring of constant k, itself firmly
attached to a fixed element at its top:

1000000000000002077.
AR
11

We’ll choose the same convention regarding the origin of our coordinate system (see Remark . Con-
trary to the previous case, there’s no other force to counterbalance the gravitational force F¢ ,; applying
Newton’s second law gives:

ZE:FE,O_FFs,o:mi

& mg — kx = m&
& &=—-wlzt+g
k
Again, with w? = —; so the only difference is that we get an additional constant g, but this still is a

m
second-order linear differential equation with constant coefficients.

Remark 57. However, this differential equation is said to be non-homogeneous because of the non-zero
constant g, by opposition with the previous homogeneous equation obtained from the horizontal spring
setup.

Verifying the solution

Solving differential equations, mathematically, can be rather involved. For such simple equations, math-
ematicians themselves may find it sufficient to make an educated guess by tweaking an exponential-based
function, despite having explored the subject with much more depth.

We won’t discuss the details here, and will pragmatically satisfy ourselves with verifying that the proposed
solution actually solves the equation:

x(t) = Acoswt + Bsinwt

Remark 58. We've been before expressing all our equations with vectors so far, but because we’re working
in one-dimension, we can divide everything by & and work from the resulting scalar equations.
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And indeed, the proposed solution does solve the equation for the horizontal spring setup.

#(t) = —Aw? coswt — Bw? sinwt
= —w?(Acoswt + Bsinwt)
= —wz(t) O

But it doesn’t solve the vertical setup; we’ll get there quickly, this isn’t much more complicated. You
may want to try by yourself to see if you can tweak the solution of the homogeneous equation to solve
the non-homogeneous one.

Initial conditions
Let’s start by computing the expression of the velocity:

#(t) = —Awsin wt + Bw coswt
Then, at ¢ = 0, we have:
x(0) = Acos(0) + Bsin(0) =
#(0) = —Awsin(0) + Bwcos(0) = O

Equations and initial conditions for the vertical setup

There are general mathematical methods for reaching a solution to a non-homogeneous linear second-
order differential equation with constant coefficient from a homogeneous, but again, suffice for us to
verify that the following would work:

x(t) = Acoswt + Bsinwt + %
w
Indeed:

#(t) = —Aw? coswt — Bw? sin wt

2
w
= —Aw? coswt — Bw? sinwt — —9+yg
w

= —w?(Acoswt + Bsinwt + %) +g
w
~wiz(t)+g O

From there, we can again express the initial position and speed as functions of A and B, first by computing
the expression of the speed:
#(t) = —Awsinwt + Bw coswt

And then by looking at what’s happening at t = 0:

— B+ L

z(0) = Acos(0) + Bsin(0) + 02

9
o2

#(0) = —Awsin(0) + Bwcos(0) = [Aw| O

Interlude 3: Partial Differentiation

Partial Derivatives
Exercise 1/2

Exercise 26. Compute all first and second partial derivatives —including mized derivatives—of the
following functions.
z? + 9% = sin(zy)

T 2 2
2@ +y7)

e cosy
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This is again a simple differentiation exercise. We're not going to go too much in details; you may want
to refer to LO2EOL] if you need a more detailed treatment. The process is very mechanical: use linearity
to isolate constants and propagate differentiation to individual terms, if there’s a product of functions,
use the product rule, and if you can represent an expression as a composition of functions, often by
introducing intermediate functions, apply the chain rule.

Regarding partial differentiation, the key thing is to consider all arguments of a function to be constants
but the one we're differentiating the function against.

E(z,y) : % + y® = sin(zy)
This looks more like an expression than a function; we’ll interpret its differentiation to be the differenti-
ation of each part of the equality.

E(z,y) : 2z = ycos(zy); E(x,y) : 2y = x cos(xy)

oz ay

We may now compute second order derivatives:

2 32

2 g . .9 — 2 g
92 ——FE(z,y): 2 = —y~sin(zy); a—yzE(aj,y) 12 = —x"sin(zy)

And assuming the symmetry of second derivatives:

0 2 .
5y B0 = 55 Bwy) :[2= cos(ay) — aysin(ay)|

Remark 59. The fact that:
02 0?
8m8y(p N 6;1/83:('0

Isn’t so obvious, mathematically speaking: the result is called Clairaut’s theorem, or Schwarz’s theorenﬂ.
It requires p to have continuous second partial derivatives. In the context of classical mechanics,
almost always we’ll be dealing with smootiﬂ functions of time (positions/velocities/accelerations, so we’ll
always assume it to be true.

p(x,y) = e +v")
First order derivatives; we can go a little slower here. Essentially, reserve the constant (1/y), apply the
product rule followed by a chain rule:

0
il — (w +y?)
3xso(w, Y)

T

10
x
< o) z(§e<x2+y2>)>

0
(:E +y axm2 + yQ)e(z2+y2))>

— @\H@\H@\

= [=(222 + 1))
)

Remark 60. As I don’t think this has been encountered before, note that we’ll use the following ”iden-
tity”:

n

to help compute the derivatives of x=™ using the rule to differentiate x™:

d 1 d _ e 1
= = g 1:_n -
dxam  dx xnt
Mhttps://en.wikipedia.org/wiki/Symmetry_of_second_derivatives
?https://en.wikipedia.org/wiki/Smoothness
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And so for the other first order-derivative:

4 0 1o +v?)
ay@(ax y) = o5 €
(L’2 2 1
= |ze@ V(2 - E)
Then for the (non-mixed) second order derivatives:
9? 1 92 22402 0?2 0?2 2% 40? B
@cp(x,y) = ;@(2332 +1)el@+v); 8—y2<p(x,y) = xa—yze( (2 —y72)
1 .. -
= 56(12"'1’2)(4% + (227 + 1)2z); = xe("‘2+y2)((2 —y )2y +2y7?)
- xT 2 (12+y2). B (w2+y2) 1 1
= | —(42" +6)e ; = |2ze 2y — =+ )
Y y oy
Finally, for the mixed second derivatives:
0? 2 (22 +y?) _9 1 2 (22 +y?) 1
azay P&y = (227 4 De (—y " +y 2y =| (227 + 1)e UCh)

Remark 61. There’s a common shortcut notation for partial derivatives that we will use from now on:

O 2O
axSO - me, ango - <p$,$, 3y3x(p - @I,y

¢(x,y) = e” cosy

¢olwy) = by(ey) = [—eTsiny
Gralry) = Gualry) = [ cosy
Gra(,1) = 0y.0(,) =

Stationary Points and Minimizing Functions

Stationary Points in Higher Dimensions

Exercise 2/2

Lecture 4: Systems of More Than One Particle
Systems of Particles

The Space of States of a System of Particles

Momentum and Phase Space

Action, Reaction, and the Conservation of Momentum

Lecture 5: Energy

Force and Potential Energy
Exercise 1/3
Exercise 27. Prove Eq. (3). Hint: Use the product rule for differentiation.
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This is a very simple differentiation exercise. I'm going to be very slow, because using a "normal” pace
would essentially mean stating the result, as it’s been done in the book, hence negating the need for this
exercise. If you can’t compute this kind of derivative in your head at this stage, I would recommend
practising until it becomes second nature. For instance, Paul’s Online Noteﬁ has plenty of corrected
exercises on differentiation.

Let’s recall the context a little bit: we’re in the case of a single particle moving along the & — azis under
the influence of a force F(x). The kinetic energy of that particle, that is, the energy that the particle
has because of its motion, is noted T and is ”defined” as:

1
T = imv2

Eq. (3) refers to the time derivative of v?, in the context of its usage in the formulation of kinetic energy.
There are (at least) two ways to evaluate this derivative; let’s start by using the authors’ hint regarding
the product rule; let’s make the time dependency more obvious:

Now let’s recall the product rule is, for ¢ and v two real-valued functions of ¢:

() = 'Y+t
Hence, in the case of ¢ = ¥ = v, we have:

d o,  d
%v(t) = iv(t)v(t)

= 0(t)v(t) + v(t)o(t)
= |2v0(t)| O

Remark 62. We could have also used the chain rule; for ¢ a function of t, and v and function whose
domain (input) is the codomain (output) of ¢:

(o) (t) = (P(e(t) = ¢ ()Y (¢(t))

In this case, 1 = (x +— x2) and ¢ = v, so:

e _ Ao
St = L a)()
= it~ 27 (1)
= ilt)(z ~ 20)(0(t)

I
[\
<
.

—~
~
~
U

Remark 63. As a reminder, both the product rule and the chain rule have been proved in LO2E0J.

More than one dimension
Exercise 2/3

Exercise 28. Consider a particle in two dimensions, x and y. The particle has mass m. The potential
energy is V = %k(:c2 +y?). Work out the equations of motion. Show that there are circular orbits and
that all orbits have the same period. Prove explicitly that the total energy is conserved.

Equations of motion
For this system, the potential energy V is:

3https://tutorial.math.lamar.edu/Problems/CalcI/DerivativeIntro.aspx
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1
V= §k($2+y2) (5)
By Newton’s | second law of motion, given r = (z,y), we have:

F = ma = mb = m# (6)
Or,
F,= mi
(7)

F,= my

We know by equation (5) of this lecture that to each coordinate z; of the configuration space {z}, there
is a force F;, derived from the potential energy V:

Fi({e}) = -V (o) )

Which in our case, translates to:

Combining and @:
mi(t) = —kx(t)
mij(t) = —ky(t)

Which we known from LO3E04: to be differential equations associated to harmonic motion, and (math-
ematically) solved by a slightly more general solution that the one proposed in LO3E04:

(10)

x(t) = ay cos(wt — 0,) + Bz sin(wt — 6;)

y(t) = oy cos(wt — 8,) + By sin(wt — ;) (11)
2k
YT

Indeed, considering e.g. x(t), with simplified variable names:

<
—~
~
=
I
]

i(t) =  w(—asin(wt —0) + S cos(wt — 0)
at) = i(t)= —w*(acos(wt— )+ Bsin(wt —0)) (12)

—w?z(t)

Where, to differentiate e.g. «cos(wt — 0), we define ¢(w) = wt — 0, so as to use the chain rule for
derivation:

2 Flola) = ¢/ () (g()) (13)

Note that, in this case, as already suggested on LO3E04 o, and B, , can be determined from the initial
position and velocity, that is, from x(t = 0),&(t = 0), y(t = 0),y(t = 0). For instance, assuming 6, , =0
to simplify the calculus:

x(0) = a, cos(0) + B, sin(0)
%(0) = w(—asin(0) + B cos(0))
—wh

JEs
m

Circular orbits
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Remark 64. This exercise was completed a few months before writing the present remark. The approach
taken is mathematically interesting, but clumsy, from a physicist’s point of view. Given the question, and
given the fact that the simplest circular orbit has already been studied at the end of Chapter 2 (Motion),
it would have been wiser to start by verifying this motion, rather than working from the most general
solution to the involved differential equation.

The quest for the general solution to the differential equation itself could and should, in the context of
a physics exercise, have been polarized by a wiser choice of referential, to reduce the complexity of the
solution, as a change of referential won’t, fortunately, alter the laws of (classical) mechanics.

In short, the solution presented here was executed with a mathematician/computer scientist mindset (both
being professionally conditioned to systematically handle special cases), while the present remark is writ-
ten with a better understanding of physicists’ approach.

You may want to refer to the next exercise, LOSEOS for a more orthodox approach.

The existence of a (potential) circular orbit is determined an additional constraint tying the equation of
z(t) and y(t). Namely, the equation of motion will describe a circle of radius r, centered on point (a, b),
with (a,b,7) € R? if:

(vt >0), (x(t) —a)® + (y(t) —b)* =1 (15)

Before developing this constraint, we will simplify the expression of our equation of motion. First, let us
recall the following [trigonometric identity:

sin(f £ ) = sin 6 cos ¢ + cos O sin ¢
Then, let’s introduce two angles ¢, and ¢, such as:
sing, = a, sing, = ay
COS = B COSpy = By
From, there, we can use the previous identity to rewrite our equations of motions as:
x(t) = sin @, cos(wt — 0,) + cos @, sin(wt — 0,) = sin(wt + @, — 6;) =sinQ,
y(t) = sin ¢, cos(wt — 0y) + cos g, sin(wt — 0,) = sin(wt + ¢, — 8,) =sin€,
Obviously with Q, = Q. (t) = wt + ¢z — 0, and Q, = Q,(t) = wt + ¢, — 0.
Let us now develop with those two versions of x(t) and y():
(x(t) — @) + (y(t) — b)? =7
&(sinQ, — a)? + (sinQy, — b)? =r
&sin® Q, +sin? Q, — 2(asinQ, +bsinQ,)) +a® +b? =7

For simplicity, we can assume that the circular orbits, if any, will be centered on (a,b) = (0,0); after all,
the choice of the origin is purely conventional, and the law of physics shouldn’t change depending on
where we decide to place our origin. Which gives:

sin’ Q, + sin? Q, = r?
Which we can rewrite a little bit using the fact that sin¢ = cos(¢p — 7/2):

sin® Q, + cos?(Q, — g) =72

But we know the Pythagorean identity sin® ¢ + cos? ¢ = 1, hence we know there will be circular orbits
when:

r =1 r =1 r =1
™ 7T
Q, = Qy_§ < (Ut‘f‘@w_em Wt+90y_9y_§ < @w_ex = Qay_ey_

58


https://github.com/mbivert/ttm/blob/master/cm/L05E03.pdf
https://en.wikipedia.org/wiki/List_of_trigonometric_identities#Angle_sum_and_difference_identities

Hence we can see that the only condition relating x(t) and y(¢) is that a phase shift condition:

™

z_gz: -0, —

For all the solutions satisfying that phase-shifts, the period T that we can observed from will be
the same:

T=2
w

Remark 65. For a wave function z(t) = sin(wt + ¢), by definition, 27 /w is the period, and ¢ the phase
shift.

Remark 66. The phase shift condition could be rewritten in terms of ayy and By .

Energy conservation
Earlier in the lecture, the kinetic energy has been defined to be the sum of all the kinetic energies for
each coordinate:

1 .
T = §zi:mi$¢2 (17)
Which gives us for this system, expliciting the time-dependencies:
1 . 1 . 1 . .
T() = Gmit)? + Jmg(t)? = Smla(t)? + (1)) (18)

From which we can compute the variation of kinetic energy over time, again using the chain rule:

d 1

—T(t) = —m2z(t)x(t 2y(t)y(t

ST = Sm(2E0E() + 21 (1) )
= m(i + jij)

On the other hand, we can compute the variation of potential energy over time from , again using the

chain rule:

d 1 d d
SV () = Sh()? + Sy(t)?)
= SEx(() + 24(0)i(1) 20
= k(z(t)(t) + y()y(t))
From , we have:
a(t) = —%:’é(t)
k (21)
y(t) = —?i/'(t)
Injecting in :
DV (1) = —m(@(0)(e) + 50 (0) )
= —m(&i + g
Thus from and :
d d d
B =T +-V(H) =0 O (23)

That is, the total energy E doesn’t change over time: it is indeed conserved.
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Exercise 3/3

Exercise 29. Rework Ezxercise 2 for the potential V = W Are there circular orbits? If so, do
they all have the same period? Is the total energy conserved?

Equations of motion
The approach is similar to what has been done for the previous exercise: for this system, the potential
energy V is:

k

e 2

By Newton’s second law of motiorﬂ given r = (z,y), we have:

F =ma = mv = m# (25)
Or,
F,= mi
) (26)
F,= my

We know by equation (5) of this lecture that to each coordinate z; of the configuration space {z}, there
is a force Fj, derived from the potential energy V:

Fi({a}) = 5V ({a}) (27)

As for the previous exercise, we make heavy use of the chain rulﬂ for derivation:

2 flgla) = ¢/ @) (gl)) (28)

To compute e.g. F,(z,y), we define ¢(z) = 22 + y*:

F.(z,y) = —agV(x, Y)

. (29)

[N O
s
&
=
)
S~—

—~
5
[\
4|
< | B

2)2
Thus finally:
Fo(z,y) = m
ky
Fy(ﬂ% ZU) = m

Hence combining and :

Fo(z,y) =|mi(t) =k

Fy(z,y) =|mij(t) = k

Circular orbits

Mhttps://en.wikipedia.org/wiki/Newton%27s_laws_of_motion#Second
Shttps://en.wikipedia.org/wiki/Chain_rule
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Let’s make a guess, and see what would happen were we to plug the simplest circular motion, that we’ve
already studied in the book at the end of Chapter 2 (Motion), given by:

z(t) = Rcos(wt); y(t) = Rsin(wt)

Which is very convenient for us, because if we try this solution in (31), the (common) denominator
simplifies:

(z(t)® + y(1)?)* = ((Reos(wt))? + (Rsin(wt))?) = R* (cos®(wt) + sin®(wt))? = R*

=1

Let’s now consider the velocities and accelerations we would obtain by differentiating our guess for x(t)
and y(t):

#(t) = —Rwsin(wt); y(t) Rw cos(wt)
i(t) = —Rw?cos(wt); ij(t) = —Rw?sin(wt)
There are two ways for this guess to actually work:
1. Either we set w? = —k/mR*, which implies either:

o (trivial solution then);

e or that mR to be close to infinite (unrealistic);

e or ‘ that k is (strictly) negative; ‘

e or that either m or R are negative (unrealistic);
e or, mathematically, that w is an imaginary (complex) number, which would be difficult to
interpret, physically;

2. The other option would be for R to be negative, which again doesn’t make a lot of sense, physically-
wise.

Remark 67. Note that our guess would have worked for a negated V :

k

. —
2(z2? 4+ y?)

Remark 68. What is commonly referred to as "the trivial solution”, especially in the context of differ-
ential equations, is the solution x(t) = 0, which is of little interest, mathematically and physically.

We can conclude that, at least physically speaking, ‘ there are no circular orbits, unless £ is negative ‘

This is because, if there were circular orbits, then they would be a coordinate change away from being
in the form of our guess.

The only remaining issue is that k hasn’t been clearly defined, physically speaking, so we can’t really
know for sure if assuming k to be negative (with a reminder that k = 0 leads to the trivial solution).

Remark 69. Another approach, used for instance in the official solutionm relies on the polar coordi-
nate (r,0): the existence of a circular orbit then translate to r being a constant, or equivalently, 7 = 0.

We’ll dive deeper into polar coordinates in a later exercise, alongside a bunch of other elements related
to circular motion (|LO6E05, which involves a pendulum,).

Energy conservation
Earlier in the lecture, the kinetic energy has been defined to be the sum of all the kinetic energies for
each coordinate:

1 ,

Ohttp://www.madscitech.org/tm/slns/15e3. pdf
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Which gives us for this system, expliciting the time-dependencies:

T(t) = Smi(e)? + 5mi(t)? = Sm((e) +i(0)) (33)

From which we can compute the variation of kinetic energy over time, again using the chain rule:

%T(t) _ %m(%c(t)jé(t) +25(8)j(t)) (34)
= m(&i + y§)

On the other hand, we can compute the variation of potential energy over time from . We'll use the
chain rule again, with ¢(t) = z(t)? + y(t)? and thus:

¢'(t) = 22'(t)x(t) + 2y ()y(t)
= 2zx+2yy
It follows that:
d d k
i’ = w0
k d 4
= 24t
2 dt(b( )
k _
= el
Ck 2ix+ 2y (35)
2 (x(t)? +y(t)?
_ ity
- (22 + 12)2
_ kx’x + 9y
(t)?
Then, from , we can extract
w(t) = FEM% oyl = Tie®)’
Injecting in gives:
B k .m .. 2 .m o, 2
GV = =g (R0 + i i) .
= —m(@E+7j)
And so by combining and we can indeed see that the energy is conserved:
d d d
—Elt)==TH)+-=-V(#)=0 O
g EM) =T+ V() =0
Lecture 6: The Principle of Least Action
The Transition to Advanced Mechanics
Action and the Lagrangian
Derivation of the Euler-Lagrange Equation
Exercise 1/6
Exercise 30. Show that Eq. (4) is just another form of Newton’s equation of motion F = ma.
Where Eq. (4) are the freshly derived Euler-Lagrange equations of motions:
d 0 0
Ay ey -
dt 0z Ox 0 (37)
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In the context of a single particle moving in one dimension, with kinetic and potential energy given by:

T = %mx'2
V=V(x)
From which results the Lagrangian:
L=T-V
Ll V(z) (38)

2

Let us recall that we also have the potential energy principle, stated in one-dimension as Eq. (1) of the
previous chapter, Lecture 5: Energy:

F(&) =~V (a) (39)

Which is also stated more generally in that same chapter, for an abstract configuration space {x} = {z;},
as Eq. (5):

Fi({a}) = 5V ({a})

Thus, deriving each part of with our Lagrangian (3 , and considering the definition of a potential
energy V(z . 39)) yields:

d 0 d . 0 0
=mi =-F

Then indeed, Euler-Lagrange equations become equivalent to Newton’s law of motion:

d 8 0
emi— (—F)=0

elF =mi=ma| O

More Particles and More dimensions
Exercise 2/6
Exercise 31. Show that Eq. (6) is just another form of Newton’s equation of motion F; = m;&;.

Where Eq. (6) are the following set of equation, defined for all i € [1,n]:

d (0 0

Remark 70. This exercise is simply a generalization of the previous exercise (LO6E01) to a configuration
space of size n € N.

Then again, let us recall the Lagrangian defined slightly earlier in the related section of the book:

L= Z(mm)vmn (a1)

Hence, (Vi € [1,n]):

0
8% 8% 2:: mj:cj (‘3xiL = 89&1 V({{x})
= Z m;T;0;
=1
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Again, we need the potential energy principle, stated as Eq. (5) of the previous chapter Lecture 5:
Energy, for abstract configuration space {z} = {z;}, as:

Fi({a}) = 5V ({a}) (13)

From which we can conclude, by injecting in the second half of , and connecting each side with
Euler-Lagrange’s equations (0], (Vi € [1,n]):

What’s Good about Least Action?

Exercise 3/6

Exercise 32. Use the Fuler-Lagrange equations to derive the equations of motions from the Lagrangian
in Eq. (12).

Again, let us recall the general form of Euler-Lagrange equations for a configuration space of size n € N:

(Vi € [1,n]),
d (o 0
dt (ax'i L) = o (44)

In the case of this exercise, the Lagrangian L is defined in Eq. (12) as:

2
L= %(x2 TY2) 4 %(X2 LY+ mw(XY — Y X)
Let’s compute the partial derivatives of L on X, X, Y and Y

) o /m . . 0 0 [ mw? .
= (ke XY) =2 (M x2 vx
oxX ax<2 e oxX aX( 2 e
=mX +mwY = mw?X — mwY
0 o /m. . 0 0 [ mw? .
=2 (My2 YX) =2 (M2 XY
oY oY ( 2 e oY aYy ( 2 e
=mY —mwX = mw?Y + mwX (45)
Finally, by plugging into , we obtain:
d ) . d ) .
%( X+me):mw2X—me a( Y—mwX)zmw2Y+mwX
@‘ mX = mw?X — 2mwY ‘ @‘ mY = mw?Y + 2mwX ‘ O

Remark 71. Those results indeed matches the equations proposed in the book just slightly before this
exercise.

Exercise 4/6
Exercise 33. Work out George’s Lagrangian and Fuler-Lagrange equations in polar coordinates.

As always, let us recall the general form of Euler-Lagrange equations for a configuration space of size
n € N: (Vi € [1,n]),

d (0 0

— | =—L)=—1L 46

64



The original Lagrangian L in our case is defined by the Eq. (10) of this chapter as:

L= (@ +?) (47)

After the following coordinate shift (Eq. (9) of the book):
x = X cos(wt) + Y sin(wt) y = —X sin(wt) + Y cos(wt) (48)
We obtained this Lagrangian (Eq. (12) of the book):

mwz

L=Z2(X+V?)+ =

> (X2 4+Y?) + mw(XY - YX) (49)

For the current exercise, the coordinate shift to polar equations is:
X = Rcosd Y = Rsind (50)
Where, implicitly, both R and 6 are, as X and Y, functions of time.

Now, we have at least two ways of solving this exercise:

1. Either perform the coordinate shit in (49)): this will be a tedious but very similar development
as the one performed in the book to obtain (49)) from and ;

2. or perform this new coordinate shift directly in the first coordinate shift , and work from
the first Lagrangian instead: some trigonometric identities are likely to ease at least the
beginning of the work here.

We will try both approaches, and expect to find the exact same solutions in the end.

First approach
Let use start by computing the time derivative of X and Y as defined by , using the both the product
[ and the chain rule [}

X = Rcosf — ROsin 6 Y = Rsin0 + R0 cos 0 (51)

Remark 72. For clarity, as a similar development will happen a few times, let’s go into details for the
rst one: the product rule for two functions u and v of a single variable, of respective derivatives v’ and
fi p g : /4
v’ s
(wv) = v'v +u’

Now the chain rule is, again for the same kind of functions:

In the present case, we have a X (t) defined as the product of two functions: X (t) = R(t) cos(w(t)), where
the second one is itself a composition of two functions cos(w(t)). Hence, by applying first the product
rule, we obtain:
X'(t) = R'(t) cos(w(t)) + R(t) (cos(w(t)))’
While the chain rule gives us:
(cos(w(t)))’ = ' (t) sin(w (1))
Hence,

X'(t) = R'(t) cos(w(t)) — R(t)w' () sin(w(t))

Now, our goal will be to plug and into the Lagrangian obtained after the first coordinate
shift, but doing that transformation at once will gives a difficult to read equation. Instead, we’ll work in
smaller steps, simplifying our results using trigonometric identities along the way.

Yhttps://en.wikipedia.org/wiki/Product_rule
8https://en.wikipedia.org/wiki/Chain_rule
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Let us start with X2 + Y2, using the fact that sin? 0 + cos? 6 = 1:
X2 4Y?=R%cos’0 + R*sin? 0
= R%(cos? 0 + sin® 0)
=R? (52)
Now for X2 + Y2, using the same trigonometric identity:
X? = (Rcosf — Rfsinh)? Y2 = (Rsin 6 + Rf cos )?
= R%cos® 0 — 2RRA cos fsin 0 + R%6%sin 6 = R%sin 0 + 2RRAsin 0 cos § + R%6? cos® 0

X2 47?2 = R%(cos® 0 + sin? 0) + R*0%(cos® 6 + sin® §)

= R? + R%*0* (53)
Finally, for XY — Y X:
XY = (Rcos — Rfsin#)Rsin 0 Y X = (Rsinf + Rl cos0)Rcos
= RRcosfsinf — R*@sin? 0 = RRcos0sin 0 + R?6 cos® 0

XY —YX = —R%0(sin? 0 + cos? 0)
= —R%0 (54)

Now we’re ready to plug , and into :

. . 2 .
L= %(R2 R + mT“’R2 — mwR%0 (55)

Now, let’s compute the partial derivatives of our new Lagrangian:

0 0 (Mo D 0 (m oy mw? 2/
aRL_aR(2R) 8RL_8R(2R0+ R — mwR
=mR = (% 4+ w? — 2wh)mR
= (6 —w)*mR
0 _ﬁ m 952 24 Q _
86.L—89.<2R0 mee) L =0
=mR%(0 — w) (56)

And from there, plug in Euler-Lagrange to derive the equations of motion (again for the second
one, we use a combination of the product and chain rules for derivatives):

%( R):(é—w)2mR %( R2(9—w)):0
ol R=(0-w)?’R om ((9 —w)2RR + R25) =0

S{RI=(w—0)2R| O

Second approach
We'll now try to see if we can get a cleaner derivation, hopefully with the same results, by combining
the two coordinate shifts and first, and then rely on the original Lagrangian .

The combined coordinate shift is:

x = Rcos 6 cos(wt) + Rsin @ sin(wt)
y = —Rcosfsin(wt) + Rsin b cos(wt)
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We have the four following trigonometric identitied ™}

cos(6 — @) + cos(0 + ) cos() — ) — cos(0 + ¢)

cost cos p = 5 sinfsin g = 5
in(0 — sin(f — in(d in(6 —
cosfsin ¢ = sin(0 + ¢) 3 sin0 = ¢) sinf cos p = sin(0 + ¢) ; sin9 = ¢)
Hence the coordinate shift can be rewritten:
x = Rcos(f — wt)
y = Rsin(0 — wt) (57)

To inject it in the original Lagrangian , we need to compute 2 +¢?2. For the derivation, as previously,
we'll rely on a combination of the product/chain rule; we’ll note p = 6 — wt:

i=Rcosp — R(6 —w)singp
§ = Rsing + R(O —w)cos ¢

i? = R?cos® ¢ — 2RR(H — w) cos psinp + R%(0 — w)?sin? ¢
72 = R%sin? ¢ + 2RR(0 — w) cos psin ¢ + R(6 — w)? cos?
Hence the Lagrangian becomes, again using the Pythagorean trigonometric identity cos? 6 + sin® 6 = 1:

L= (@ +5?)

-[5 ()

= % (R2 + R*(6% — 20w + wg))

= %(R2 + R%60%) + %RQWZ — mwR?0
Which is the same Lagrangian we had before in , from which we would obviously derive the exact
same equation of motion. [

Remark 73. As expected, the derivation is overall less tedious, but only because the complexity is now
hidden behind the trigonometric identities.

Remark 74. A little later in the book, a solution to this exercise is proposed: it starts with this La-
grangian:
m .
L= (i +r%?)

Which is exactly our Lagrangian, however assuming for some reason that w = 0. From which follows the
same equation of motions, again with the same assumption regarding w:

P = r6>

d 9h
— (mr 9) =0
dt (
Let’s remind ourselves that w represents the rotation of the polar coordinate system of the present exercise,

a rotation which won’t exist for a general polar coordinate system, hence the reason we have w = 0 in
the general case.

Generalized Coordinates and Momenta
Exercise 5/6
Cyclic coordinates

Exercise 6/6

Exercise 34. FExplain how we derived this.

Yhttps://en.wikipedia.org/wiki/List_of _trigonometric_identities#Product-to-sum_and_sum-to-product_
identities
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Let us recall that "this” refers to the following expression for the kinetic energy:

T =m(x % +2_2)
Starting from the following Lagrangian, involving two particles moving on a line with respective position
and velocity x;, 2;:

L= %(Zﬂ.12 + 1:22) - V(l‘l - .TQ) (58)

After having performed the following change of coordinates:

r1 + X9 T — T2
2y = =2 ro= (59)

From the Lagrangian, we have the kinetic energy:

T= %(m%@?) (60)

By first both summing and subtracting the two equations of , and then by linearity of the derivation,
we get:

ryt+r_ =21 Ty —X_ = X2

Ty + o =a rp —2al =1 (61)

It’s now simply a matter of injecting (61)) into :

T = — (41" + 45°)

ESIENIE

(@4 +22)* + (a7 —a2)?)

= — (20 2+ 22 %+ 20 0 — 20 )

3w

(4% +2-%) O
Lecture 7: Symmetries and Conservation Laws

Preliminaries

Exercise 1/7

Exercise 35. Derive Equations (2) and explain the sign difference.
Let us recall Equations (2):
p=-Vi(a —q) P2 =+V'(q1 — q2)

We have to derive them from the Lagrangian given in Equation (1), which represents a system of two
generalized coordinates ¢; and gs:

L= %(412 +62%) = Vi — @) (62)

To retrieve the equations of motions from a Lagrangian, we need to use Euler-Lagrange’s equations, for
instance recalled as Equation (13) of the previous chapter ("Lecture 6: The Principle of Least Action”):

d({ 0 0
dt <5q'iL> - 9qi L
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Let us also recall, again from previous chapter, right after Equation (13), that the conjugate momentum
is defined by

0
i ::“T*L
b o4
For our Lagrangian (62), we have for the first half of Euler-Lagrange equations:
0 0
= L — = 7L = (- 63
Y41 78(1'1 q1 P2 94 q2 (63)
d d

a .. a. .. 64
g =R =a P2 =P =d2 (64)

Using the chain rulelﬂ for the other half, with ¢(g;) = ¢1 — ¢2, we get:

0 0 0 0
87qlL = *8711‘/(%0((11)) quL = *@V(Sﬁ(%))
0 0 0 0
= _%@(Q1)@V(W(Q1)) = —@w(qz)@‘/(@(@))
0 0
= _(&quv)(% —q2) = +(87q2v)((h —q2) (65)

0

By noting V' = 3 V', and combining equations (63)), (64) and (65), we indeed obtain the expected
q;

equations of motion [

0 0
Remark 75. That is, assuming, 8—‘/((]1) = a—V(qg): for all the energy potential presented earlier in
q1 q2

the book, there’s indeed such a symmetry, e.g.

1
V= 5k(gﬂ +9?), p103
1k
= 103
222 4 42’ 4
V = -—mw?(X?+Y?), p120

A similar tacit assumption seems to exists in Herbert Goldstein’s Classical Mecham'cﬁ.

Mathematically, the sign difference comes from the fact that the potential depends on one side from ¢;
and on the other from —go, which will persist when differentiating the potential V. Physically, it reflects
that there’s an order relation between the two ”positions” ¢; and ¢o: one will come before the other, and
our potential V' depends on this ordering.

Exercise 2/7
Exercise 36. Fxplain this conservation.
Let us recall that the referred conserved quantity is:
bp1 + apo

In the context of the following Lagrangian:
Lo o _
L= 2((11 +427) — V(aqr — bgz) (66)

Because the question is a unclear, we’ll make the conservation explicit mathematically, and we’ll try to
understand the physical meaning of such a quantity being conserved.

2Ohttps://en.wikipedia.org/wiki/Chain_rule
2Ihttps://physics.stackexchange.com/a/107141

69


https://en.wikipedia.org/wiki/Chain_rule
https://physics.stackexchange.com/a/107141

As for the previous exercise, we can start by recalling Euler-Lagrange’s equations, for instance taken
from Equation (13) of the previous chapter (”Lecture 6: The Principle of Least Action”):

d 0 0
dt(aq'f) = o

Which was in the book followed by the definition of the conjugate momentum p;:

0
% ::“T*L
b g1

For our Lagrangian , we have for the first half of Euler-Lagrange equations:

0 0
=—L=q =_—L=g 67
D1 90 G1 D2 9% Go (67)

d d
a a 68
g = =a gPr =P =@ (68)

Using the chain rul@ for the other half, with ¢(q;) = ag; — bga, we get:
0 0 0 0

8—(11L = —a—qlV(%’(%)) 87(12]: = —TQQV(S@((D))
— — oela) 5V () — o (ae) oV (9(a2)
= V) as ~ b) — )0 ) (69)

As for the previous exercise, it seems that there a tacit assumption of a symmetry within the potential

0
V so that we can write V' = 8—V; then, combining @, and :
qi

pr = —aV'(ag: — bgo) P2 = +bV'(ag1 — bga)
As suggested, let’s multiply the first equation by b, the second by a, and sum the result:
bp1 + aps = —baV'(aq; — bga) + abV'(ag1 — bqz) =0

By linearity of the derivation, this is equivalent to say that:

%(bpl(t) +ap2(t)) =0

Which indeed means that bpy(t) + ap2(t) € R is a indeed a constant over time, i.e. that it is conserved
(over time).

Now, let’s see if we can understand what this means physically: essentially, ag; — bga means that we're
scaling the ”position” of the particles respectively by a and b, and make the potential depends on the
resulting distance.

The conserved quantity is the ”conjugate” of this distance

Examples of symmetries
Exercise 3/7

Exercise 37. Show that the combination aqi + bgs, along with the Lagrangian, is invariant under Equa-
tions (7).

2%nttps://en.wikipedia.org/wiki/Chain_rule
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Let us first recall the equations for the potential (Equations (3)):

V(q1,q2) = V(agqi — bga)

Which is meant to be considered in the case of the following Lagrangian:
Lo o _
L=5(@" +d") — Viaa — bgs) (70)
Finally, the "Equations (7)” relate to the following change of coordinates:

@ —q1—bd
g2 — g2 + ad (7].)

Remark 76. There are typos around here in the book. In my printed version, it is as previously described,
but in an online version, it is given by (mind the signs):

@ —q1+bd
g2 = g2 — ad

yet in that same online version, the potential is said to depend on aqi + bgs in accordance to Equations
(3), but said Equations (3) actually make it depend on aq; — bga!

To summarize, with a V (aq1+bqs), the two previous transformations will keep the Lagrangian unchanged.
But with a V(aq1 — bga), none of the previous transformations will keep the Lagrangian; those two will:

¢ — q1 —bd g1 — q1+bd
g2 — g2 —ad g2 — q2 +bd
(72)

In what follows, we will arbitrarily assume a V(aqy — bqs), and, say, the first transformation of .

Assuming a, b and § are time-invariant, it follows that ¢; and ¢o are unchanged by this transformation,
hence

gi = qi
@’ + G = ¢’ +¢°
Injecting into gives us the following Lagrangian:
1 . .
L= 5@12 + G2%) — V(a(q1 — b6) — b(g2 — ad))
1 . .
= §(Q12 +¢o%) — V(ag — bgy)

We can see that indeed, the Lagrangian is unchanged; because the ¢; are also unchanged, we would
derive the exact same equation of motions as we did for the previous exercise.

Exercise 4/7

Exercise 38. Show this to be true.

Where ”this” refers to the fact that this Lagrangian (Equation (8)):

L=Z( +§%) - V(@®+y?) (73)

does not change to first order in ¢, for the infinitesimal transformation described by e.g. Equations (12):

0y = yd
dpy = —x0 (74)
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The transformation to the derivatives over time of x and y has already been established in Equations

(11):

T —=T+yo

y—y—Id (75)
Let’s then perform the substitution described by and in the Lagrangian :

L= Z((@+90)* + (5 = 26)2) = V((x +y0)> + (y — 20)?)

::g<cﬁ+2w6+@®ﬂ+(f_zma+@®ﬂ>

= V((mQ +22y8 + (y9)?) + (y° — 2ya8 + (w5)2)>
- % <¢2 + 4P+ 8% + 92)) ~ V(x2 +y* + 82 (2? + yz))

Now, as we care about first-order changes in ¢ only, changes proportional to §”|,>2 will be negligible; it
follows that the Lagrangian is indeed unchanged:

L=Z#+") - V(@ +y) O

Back to examples
Exercise 5/7
Exercise 6/7
Exercise 7/7

Lecture 8: Hamiltonian Mechanics and Time-Translation Invari-
ance

Time-Translation Symmetry
Energy Conservation
Phase Space and Hamilton’s Equations
The Harmonic Oscillator Hamiltonian
Exercise 1/2

k

Exercise 39. Start with the Lagrangian % — 51‘2 and show that if you make the change in variables

q = (km)Y*z, the Lagrangian has the form of Eq. (14). What is the connection among k, m and w ¢

Let’s recall some context. We're in the case of a the harmonic oscillator, covered in-depth in LO3E04.

More precisely, the authors just shown us how the harmonic oscillator can be used as an approximation
in the case of an equilibrium state that is slightly disturbed. Physically, you can for instance consider
the case of a pendulum: if the oscillations are kept small, then the mass of the pendulum will describe
something that locally looks like the bottom of a quadratic polynomial (e.g. ax?® + bx + ¢ = 0). This is
similar to how the derivative is a local linear approximation, except things jiggle a little more, so to speak.

Eq. (14) of the book refers to the following Lagrangian:


https://tales.mbivert.com/on-the-harmonic-oscillator/

Now let’s simply perform the required change of variable. Both m and k are constants, so ¢ = (km)l/ iz,
and:

1
L= %\/ kmi? — %vkme

Finally, if we can try to identify the previous expression with the one we’re supposed to find, by finding
a relation between w, k and m. We have respectively for each term:

S lw=1—

So we can consistently identify both expression by defining w as previously stated. Such an w furthermore
matches the usual definition we have in a harmonic oscillator setting.

Exercise 2/2

Exercise 40. Starting with Fq. (14), calculate the Hamiltonian in terms of p and q.

Again Eq. (14) of the book refers to the following Lagrangian:

There are two different ways to proceed here, depending on what we take as our definition of the Hamil-
tonian. If we consider H to be the energy of the system, i.e. K + V', the sum of the kinetic and potential
energies, then we need to identify them in the Lagrangian, typically defined as K — V.

Now we ”know” the kinetic/potential energy formulation for a basic harmonic oscillator, and the pre-
vious change of variable we performed to get the Lagrangian doesn’t really affect them, fundamentally,
so we know that the first term of the Lagrangian is the kinetic energy, while the second is the potential

energy.

So this gives us first:

Then, we need to recall that p is defined by:

oL 1,
p= B = wq
Hence, ¢ = wp, which we can inject in the previous version of H to get:
1 w 1
H— — 2 W |1 2, 2
5, @)+ 54" =] Sw” +47)

As stated earlier, there’s another approach, if we were to start from the definition of the Hamiltonian
given by Eq. (4) of this chapter:

; . N N
H:Z(Piqi)—LZPCI—L:pq—itvaEqQ

Then we can again inject ¢ = wp to get:

1 w 1 w w w
H =p(pw) = 5= (wp)* + 5¢° =wp® — swp’ + 5¢" = 5p° + 54 =

W 2 2
5 5 "+ d)
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Derivation of Hamilton’s Equations

Lecture 9: The Phase Space Fluid and the Gibbs-Liouville The-
orem

The Phase Space Fluid
A Quick Reminder
Flow and Divergence
Liouville’s Theorem

Poisson Brackets

Lecture 10: Poisson Brackets, Angular Momentum, and Symme-
tries

An Axiomatic Formulation of Mechanics

Exercise 1/3

Exercise 41. Prove Eq. (14)

Eq. (14) of the book refers to:

{F(q,p),pi} = 3F6(3;p)

Where the brackets {.,.} are the Poisson Brackets: for A and B each two functions of 2N variables
{pihi<i<y and {gih1<icn, (N €N):

N
0A 0B 0AO0B
4.5} = ; dq; Opi  Op; g

And F(p, q) a function of ¢ and p. There’s a bit of ambiguity regarding what p and ¢ are, which actually
doesn’t affect the derivation, but let’s make things clear anyway. In the previous example, we proved
that {¢",p} = ng"~!: in this case, N = 1 and we had a single ¢ and a single p.

But now we're asked to prove a result involving F(p, q) partially derived according to ¢;, which implies,
for the result not to be trivial, that F' is a function of ¢;, and thus that p and ¢ are actually tuples of N
p; and N g;.

So, let’s expand the Poisson brackets to be evaluated, using the definition of the Poisson brackets:

Op;
Oqx,

N
d i 0
F i:§ —F(q1, - ,qn,p1, — —F(qi,- - ,qn,p1, -,
{F(q,p),pi} 2 dar (1 4N, P1 pN)apk O (1 qN,DP1 PN)

i _ 0, and the previous

0qx

Now because p; will never depends on ¢, as those are two distinct variables,

expression shrinks to:

N
0 Op;
Fq7p7pi = 7Fq»"'an7pv"'apN
(Flanhwd =3 50 Flo e
For similar reasons, I 07, and the previous expression shrinks again to:
Pk

9 OF(p,q)
F V= —F(q1, - ,qn.p1,- -, — | 2\

{F(q,p);pi} o (@1 4N, P1 PN) g,
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Remark 77. Eq. (15) of the book is to be proven as we did for Eq. (14).

Remark 78. Farlier in this section, the authors informally invited us to verify the properties of the
Poisson brackets (anti-symmetry, linearity, product rule). I won’t be doing it, because I think at this
stage of the book, this should be elementary: you just have to replace the brackets by their definition, and
re-arrange the terms, often using linearity of the differentiation/partial differentiation, and then switch
back to expressions involving (the expected) Poisson brackets again.

Exercise 2/3

Exercise 42. Hamilton’s equations can be written in the form ¢ = {q, H} and p = {p, H}. Assume that
1

the Hamiltonian has the form H = Q—p2 + V(q). Using only the PB azioms, prove Newton’s equations
m

of motion.

So, the goal of this exercise is to derive Newton’s equations of motion, meaning, a ”variant” of F' = ma,
without referring directly to the definition of the Poisson brackets, but rather, using its algebraic prop-
erties. Let’s recall them for clarity.

Let A, B, and C be functions of ¢s and ps; k € R:

Anti-symmetry :
{A,C} = —{C, AL

Linearity :

{kA,C} = k{A,C};
{A+B,C} - {A,C} +{B,C},

”Product rule” :
{AB,C} = A{B,C} + B{A,C}

We'll also need the following:
{a:0} = {pisps} =0; {ai,ps} =0

And Eq. (14) and Eq. (15) of the book, which are respectively, for F' a function of ¢gs and ps:

{F(q,p),pi} = 5”*_’8(3;1’)
{F(a,p), %} = —3%]‘91;1’)

Alright, let’s start by observing that we’re in the case were N = 1: we have a single p and a single ¢.
Then, let’s begin by applying the anti-symmetry rule to ¢ = {¢, H} = —{H, ¢}.

We have two options to go further:
1. Either we expand the expression of H and keep applying some rules further;
2. Or, as H = H(p,q), we can also apply Eq. (15).

Let’s try both, in this order (we should get the same result):

q = {g. H}
= —{H,q} (anti-symmetry)

1
= ~{5-P"+V(9).q} (s definition)

—ﬁ{p? qt +{V(q), ¢} (linearity)
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Using the product rule, we can develop

{r*.q} = {pp,a} = p{p.a} + pip,a} = 2p{p. ¢}

But then, this is just {¢;,p;} = 55 , modulo some anti-symmetry (as we only have one p and one ¢, they
always "match” as far as the Kronecker delta is concerned):

{r*.a} = 2p{p,a} = —2p{q.p} = -2
What about {V(q), q}? We can get there in two ways: either we consider that V(q) = V(q,p) with no
p, and thus by Eq. (15),

{V(g),q} ={V(a,p),q} = (W(,(;)’m =0

But we could also argue that V'(¢) can be expressed as a polynomial in ¢; then, by linearity of the Poisson
brackets on the terms of that polynomial, we would be able to apply the {g¢;, ¢;} = 0; systematically, and
also get zero.

Finally, this leaves us with:
) 1
¢=—5-{a}+{V(9)q}
M _—~— ——
=—2p =0

By re-arranging the terms a little, we get the definition of the moment:
p=mq

We'll continue from here in a moment, but first, let’s explore the second option we mentioned earlier,
and use Eq. (15) directly after the application of the anti-symmetry on ¢ = {q, H }:

¢ = {a. H}

—{H,q} (anti-symmetry)
—{H(p,q), 4}
OH (g, p)

- S (Eq. (15))

o9 (1 4 , s
= <2mp + V(q)> (H’s definition)
1

—p
m

Which indeed agrees with our previous result: p = mgq.

OK we’ve found back the definition of the moment, now what? We’d want to find a way to use p = {p, H},
but we have no p, so let’s make one by deriving the definition of the moment:
p=mq=p=mqg

We’ll soon find ourselves in the same situation as before, where we can continue the derivation either by
applying Eq. (14), or by following a more "manual” path; I'll go with the latter as this is a bit more
verbose:
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mij = p

= {p, H}
= —{H,p} (anti-symmetry)
_ L o , "
= {%p +V(q),p} (H’s definition)
1 . .
= —%{pp,p} +{V(q9),p} (linearity)
1
= _TQP {p.p} +{V(a),p} (product rule)
m N——"
=0
= {V(g),p} ({pi;pj} =0)
0
= %V(Q) (Eq. (14))
= gV(q) (forces are derived from potential)
q
— Fq 0

Angular Momentum

Exercise 3/3

Exercise 43. Using the definition of PB’s and the azioms, work out the PB’s in Equations (19). Hint:
In each expression, look for things in the parentheses that have non-zero Poisson Brackets with the
coordinate x, y or z. For example, in the first PB, x has a nonzero PB with p,.

Let’s start by recalling Equations (19):

{quz} = {:)37 (xpy _ypa:)}
{y.L:} = {y,(zpy —yps)}
{ZaLz} = {Zv (xpy _ypx)}

Then, let’s make things a little clearer /regular by renaming our coordinate variables:

T = Qx; Y= dy; Z=4{qz

So, for k € {x,y,z} (that’s the set containing x, y and z, not a weird Poisson bracket), then all the
Poisson brackets to compute are of the form:

{ar; Lz} = {ax; (qzpy — qyp)}

Let’s reduce it from the axioms:

{aw, L.} = {ak; (zPy — ayp)}
- —{(g=py — @yP2),qr} (anti-symmetry)
= — ({wry, o} — {aypa> ar}) (linearity)

= {ayps, ak} — {dapy, ar}
(qy{pw, qr} + P2 {ay, Qk}) - (qw {py, ax} + py {4, Qk}) (product rule)
=0 =0

Now suffice for us to evaluate that last expression with each value of k, and simplify the result with
{qipi} = d:

k=x {q$7LZ} :qy{vaqg:}_Qx{pyaQw}ZQy
k=y {(ImaLz} = Qy{pmaQy} - Qa:{pyv%;} = —qz
k=z : {QzaLz}:‘Jy{pzaqz}*qz{py,qz}zo

Or, with the original notations:
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{xv Lz} = Y
{ya Lz} = T
{2,L.} = 0

Remark 79. Our solution slightly differs from the one in the book, as the latter contains a small sign
error: the infinitesimal rotation is said to be:

0y = —ey

0y = €T

But earlier in the 7th lecture (p135), it was defined to be, small renaming aside:
0y = €y
0y = —ex

Mathematical Interlude - The Levi-Civita Symbol

Back to Angular Momentum

Rotors and Precession

Symmetry and Conservation

Lecture 11: Electric and Magnetic Forces

Vector Fields
Mathematical Interlude: Del

Exercise 1/5
Exercise 44. Confirm Eq. (3). Also prove that
V;'Aj — ‘/JA,L = Zﬁijk (‘7 X g)
k] 1
Let’s recall that the Levi-Civita symbol is defined by:
F1if (3,4, k) is (1,2,3),(2,3,1), or (3,1,2),

ek = —1 if (4,7, k) is (3,2,1),(1,3,2), or (2,1,3
0 ifi=j orj=k ork=i

~—

)

Eq. (3) refers to:

(V5 A) =33 vy
ik

So the idea is to express the components of the cross-product of two 3D vectors with the Levi-Civita
symbol. Let’s have a look at the components of the cross-product of two vectors:

(V% E)Z = V,A.—V.A,
(V A’)y — VA, - V,A.
(V /T)Z = V,A, -V, A,

Remark 80. There’s a typo in the book the last term should contain an A, but the book says its an A, .
There’s another typo in the exercise actually; we’ll get to it in a moment.
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Observe that somehow, all those components are ”equivalent”, or ”symmetric”: for instance, we can get
the second line from the first, by renaming in the first = by y, y by z and z by «.

This implies that to verify Eq. (3), we can satisfy ourselves with doing it only for one component, as
the procedure would be exactly similar for the two others. So, let’s get going, for instance by trying to
prove the first line:

(17 X /T)x Z ZéxjijAk
ik

= Z@in‘lk ) ek VA + Y €nak Vo Ay

k5 k k
= Z <€xkayAk =+ ea:zk'VzAk)
k
= €pyz VyAu + €x2a Ve Ap + €xyy Vy Ay + €02y Vo Ay + €0y VAL + €42 VA,
Y Yy Yy "y<ry Yy Yy Yyzry
=0 =0 =0 =0
= €xzy ‘/sz + €xyz ‘/yAz
=—1 =1

- V,A, —-V.A, O

For similar reasons (symmetry), we only have to consider the case e.g. ¢ = x of the remaining equa-
tion to be done with it, as the two others would be derived identically, but for some systematic renaming.

We then have three sub-cases, depending on the value of j. If j = i(= ), then one one side:

Vid; = VA = ViA; = ViA; =0

Z@/(V‘xg):O

- ‘

And on the other:

And so the equation holds. Now let’s consider the case where j = y. One one side we have:

Vid; — V; Ay =V, Ay — VA,
And on the other:

Z €xjk (‘7 X A') = Z €xjk (VyAZ — VZAy)
k k

> o (ViA: — V24, )
k

= (VyAZ - Vsz> (Eacyx + €xyy +3zz/)
=0 =0 =1
= V,A. — V. A,

Well, the computations are right, but obviously the result isn’t! There’s a typo in the book: we're
expected to prove:

‘/iAj — ‘/]Az = ;eijk (V X A)k
So, let’s start again the development of the right hand side:

(7 4),

I
=™
™
8
<
=
VN
<t
X
]
N—

e\z%(vxg)z+w<‘7xg>y+emyz(‘7xj)z

=0 =0 =1
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Which corresponds to the left-hand side. Let’s do it once more with 7 = z. On one side:

‘/114_/ - ‘/;Az = V.LAZ - ijAuL
On the other:

k k
= %?(ng)m+?i%(‘7xﬁ>y+%?(‘7xﬁz
= —(Vx[f)y
= _(VzAz_V:cAz)

Exercise 2/5
Exercise 45. Prove Eq. (4).

Where Eq. (4) is the following, for V a scalar field:
v x (W(x)) -0
If think we can agree that V(z) is actually a V(z,v, 2).

And V is the differentiation vector operator:

0
or
v- |2
dy
o0
0z
By this definition,
ov
or
V(a2 = | Y
dy
ov
0z
We also have previously established that for a field F' = (Fy, F),, F;):
or. _or,
Jy 0z
- oF, OF,
= _
VX 0z ox
oF, O,
ox dy
And so,
8ov_9ov
dy 0z 0z Oy
= - ooV 09V .
oV _oov
Or Jy Oy Ox
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Where we can conclude because of Schwarz/Clairaut’s theorem E This means we consider V' to have
continuous second partial derivatives on its domain (or, at least in a neighborhood of a point x of its
domain), which is often a reasonable assumption in Physics.

Magnetic Fields

Exercise 3/5

Exercise 46. Show that the vector potentials in Equations (8) and Equations (9) both give the same
uniform magnetic field. This means that the two differ by a gradient. Find the scalar whose gradient,
when added to Equations (8), gives Equations (9).

We're in the context of exploring how a magnetic field B must ”derive” from vector potential A:

B=VxA
That is:
0A. 04,
Jy 0z
0A 0A
B— A — z z
v 0z Oox
04, 04,
or dy
Now the authors gave us two vector potential A, A’ in the referenced Equations (8) and (9):
0 —by
A=|bzx|; A= 0
0 0

And we must prove that they correspond to an uniform magnetic field pointing in the z axis with intensity
b (i.e B=1(0,0,b))
We just have to compute the curl of A and A’:

0A. 0A,
dy 0z 00
A A N
VxA= 04, _ 04, =|0-0]=B O
0z ox b—0
04, 04,
or y
oA, 0A,
oy 0z
DAL QA 0-0
V xA = L —=| = 0-0 =B O
04, oA,
Ox y
Now the two vector fields must differ by gradient field generate from some scalar field s(x,y, 2):
A'=A+Vs
Which means
s
b or
—0y Y
Vs=A'"—A=|-bz|=-blx]| = %
0 0 0y
s
0z
We can "see” that s(z,vy,z) = —bxy fits:
% = @ = —bx

— by
Ox ¥ Oy

23nttps://en.wikipedia.org/wiki/Symmetry_of_second_derivatives
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The Force on a Charged Particle
The Lagrangian

Equations of Motion

The Hamiltonian

Exercise 4/5

Exercise 47. Using the Hamiltonian, Eq. (24), work out Hamilton’s equations of motion and show that
you just get back to the Newton-Lorentz equation of motion.

The Hamiltonian is:

1 e 2
H= o i (pi - EAi(Q))
Hamilton’s equation of motion are given by the pair:
. OH . O0H
45 = 7 Pj=—5—
J (c)p] J aqj
Let’s get started with the first one:
S OH
q; apj
1 0 e 2
= — -A
2m Op, ;(pl c Z(q)>
1 0 e e
- 5o > (0 = 25pAia) + ()2 Ailg)?
2 3, 2 = 2@ + (0 4u(a))
1 op? e, Op; 0A;(q) e .o 0A;i(q)?
= o L2 (2P A + i Sy S0
2m <8pj c(ﬁj (a) + Op; ) c) Op; )
=0 =0
B 1 Op? e Op;
= s - ap; ~ oy, 49
1 e
- g (203 =2 4(9))
1 e
—(p; = —44(a)

We’ve found back the expression of the moment, tweaked a little. Let’s now take the time derivative of

the previous equation to get:
.1/ e
- (p J

CAj(Q))
.. . e :
<  mg; =p; — gAj(Q)

Which starts to look like an equation of motion. We’ll develop Aj (q) using the chain rule later. For
now, let’s compute p;, but this time, let’s make our life a bit simpler by using the chain rule:
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- 72 aqz

Now let’s use the multi-dimensional chain rule to develop Aj(q):

Aj(@) = Aj(as(t), ay (1), 4 (1)

Finally, let’s use this and the expression of p; to rewrite our embryo of motion equation:

mqg; =

§A<>
_ . e0A;(q 9A,(q)
B zi:qlc 8% Z a% e
- e~ . (0Aa)  94,(q)
N Czi:qi( 8(],‘ B (9qi )

er. 04A;(q) 04A;(q), , ., 0Ak(q) 045(q), , . 0Ailq) 0A;(q)
7(%( dg; g )+ dgr Oy )+ da g )>

=0 =Bl =—Bk
e . )
= p (Bz% - Ble)

And so for j,k,l three distinct elements of {z,y,z}, we indeed have found our equations of Newton-
Lorentz:

. € . .
mg; = - (Ble - Ble)

Motion in a Uniform Magnetic Field

Exercise 5/5

Exercise 48. Show that in the x,y plane, the solution to Eq. (25) and the solution to Eq. (26) are a
circular orbit with the center of the orbit being anywhere on the plane. Find the radius of the orbit in
terms of the velocity.

Let’s recall Eq. (25) and Eq. (26):

eb eb
Ay = ——Vg; Ay = —0
Y me *’ T me Y
Let’s rewrite them with dots instead:
eb . . eb
j=-——@; i=-—y
mc me

First, note that each equation was obtained from a different gauge. But, as the Hamiltonian is gauge-
invariant, the equation of motions aren’t affected by a gauge shift. So they do both describe the motion
we’re interested in and can be ”combined”.
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Then, we’ve been using similar-looking differential equations (for instance when considering the harmonic
oscillator), and we know they were solved by a sine/cosine-like function. So we’re going to make some
guess and calibrate a sine to have it work. We’ll then have an expression for both x(t) and y(t), and if
we can find a r such as:

(x(t) = a)* + (y(t) — b)* = +?

We'll know that our coordinate function can draw a circle of radius r, centered at (a,b).

Alright so let’s say @ is a sin function; then

e z would be a —sin;

Z would be a sin;

1 would also be a cos;

1 would be a — sin;
e and y would be a — cos.

Looks promising, as z2 4+ y? would involve a cos? +sin® = 12. Now we’d just have to ”caliber” the sin
properly. Say, if it’s a sin(wt), then by repeated differentiation, the w would become a multiplicative
factor, outside of the sin. So, the following feels reasonable:

eb
me

w =

Let’s see what would happen to the first equation, if we start with a & = sin(wt):

. eb . .
§j=——& = —wsin(wt)
me

From which we can derive both:
7 = cos(wt); % = wcos(wt)
And those two do validate the second equation:

. eb.
r=—y
mc

So we’ve found a solution; note that we can shift both component by arbitrary constants a and b without
affecting their correctness:

y(t) = %sin(wt) + a; x(t) = —% cos(wt) + b

And w was well-named, as it correspond to the angular velocity. Does it describe an orbit around a point
(a,b)? Let’s find out:

(a(t) — a)? + (y(1) — b = —5 (sin*(wt) + co(wt)) = (2 )’

w

So they do draw a circle of radius:
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Gauge Invariance

Good Bye for Now

Appendix 1: Central Forces and Planetary Orbits

The Central Force of Gravity
Gravitational Potential Energy

The Earth Moves in a Plane

Polar Coordinates

Equations of Motion

Effective Potential Energy Diagrams
Kepler’s Laws

Exercise 1/1
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